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A B S T R A C T 

We explore correlations between the orientations of small galaxy groups, or ‘multiplets’, and the large-scale gravitational tidal 
field. Using data from the Dark Energy Spectroscopic Instrument (DESI) Y1 surv e y, we detect the intrinsic alignment (IA) of 
multiplets to the galaxy-traced matter field out to separations of 100 h 

−1 Mpc. Unlike traditional IA measurements of individual 
galaxies, this estimator is not limited by imaging of galaxy shapes and allows for direct IA detection beyond redshift z = 1. 
Multiplet alignment is a form of higher order clustering, for which the scale-dependence traces the underlying tidal field and 

amplitude is a result of small-scale ( < 1 h 

−1 Mpc) dynamics. Within samples of bright galaxies, luminous red galaxies (LRG) 
and emission-line galaxies, we find similar scale-dependence regardless of intrinsic luminosity or colour. This is promising for 
measuring tidal alignment in galaxy samples that typically display no IA. DESI’s LRG mock galaxy catalogues created from 

the A BACUS S UMMIT N -body simulations produce a similar alignment signal, though with a 33 per cent lower amplitude at all 
scales. An analytic model using a non-linear power spectrum (NLA) only matches the signal down to 20 h 

−1 Mpc. Our detection 

demonstrates that galaxy clustering in the non-linear regime of structure formation preserves an interpretable memory of the 
large-scale tidal field. Multiplet alignment complements traditional two-point measurements by retaining directional information 

imprinted by tidal forces, and contains additional line-of-sight information compared to weak lensing. This is a more ef fecti ve 
estimator than the alignment of individual galaxies in dense, blue, or faint galaxy samples. 

Key words: methods: data analysis – dark energy – large-scale structure of Universe – observations. 
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 I N T RO D U C T I O N  

alaxies form and reside within a large-scale structure primarily
omposed of dark matter. This spatial clustering is shaped by
ravitational forces acting on initially small perturbations present
n the very early universe. As structure grows hierarchically through
ravitational instability, the tidal fields associated with the evolving
atter density are expected to induce subtle effects on the shapes,

pins, and orientations of galaxies and dark matter haloes. 
These correlations are broadly known as ‘intrinsic alignments’

IA). Generally, elliptical galaxies and haloes display a linear
elationship with the large-scale tidal field, where long axes are
 E-mail: claire.lamman@cfa.harvard.edu 
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ligned with its stretching direction. For a pedagogical introduction
o IA, see Lamman et al. ( 2023a ) and for comprehensive reviews,
ee Joachimi et al. ( 2015 ) and Troxel & Ishak ( 2015 ). IA are
ost commonly studied as a contaminant of cosmological probes,

uch as weak-lensing and redshift-space distortions (RSDs), but,
n principle, they can also be used to trace any cosmological effect
hich is imprinted in the large-scale density field (Chisari & Dvorkin
013 ). Compared to traditional two-point clustering statistics, IA
ave the advantage of capturing both the magnitude and polarization
f tidal shear, as is done with weak lensing. While weak-lensing
races all foreground matter, IA from spectroscopic data contain
dditional information along the line of sight. Ho we ver, the ef fect
s subtle and requires large samples and high-quality imaging. IA
av e been e xplored as a probe of primordial gra vitational wa ves
Schmidt, Pajer & Zaldarriaga 2014 ; Biagetti & Orlando 2020 ),
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 

http://orcid.org/0000-0002-6731-9329
http://orcid.org/0000-0002-2929-3121
http://orcid.org/0000-0002-2890-3725
http://orcid.org/0000-0001-6098-7247
http://orcid.org/0000-0003-4162-6619
http://orcid.org/0000-0001-9712-0006
http://orcid.org/0000-0002-1769-1640
http://orcid.org/0000-0003-4992-7854
http://orcid.org/0000-0002-3033-7312
http://orcid.org/0000-0001-9632-0815
http://orcid.org/0000-0003-3142-233X
http://orcid.org/0000-0002-1081-9410
http://orcid.org/0000-0001-6356-7424
http://orcid.org/0000-0003-1838-8528
http://orcid.org/0000-0001-7178-8868
http://orcid.org/0000-0003-1887-1018
http://orcid.org/0000-0002-1125-7384
http://orcid.org/0000-0002-2733-4559
http://orcid.org/0000-0001-8684-2222
http://orcid.org/0000-0002-1544-8946
http://orcid.org/0000-0001-7145-8674
http://orcid.org/0000-0001-6979-0125
http://orcid.org/0000-0002-7522-9083
http://orcid.org/0000-0002-9646-8198
http://orcid.org/0000-0003-1704-0781
http://orcid.org/0000-0003-3841-1836
http://orcid.org/0000-0002-6684-3997
mailto:claire.lamman@cfa.harvard.edu
http://creativecommons.org/licenses/by/4.0/


Detection of galaxy multiplet alignment 3541 

Figure 1. A schematic showing the two parameters of our multiplet align- 
ment estimator: the projected orientation � of the multiplet relative to a tracer, 
and their projected separation, R. The variables used to determine these, as 
described in Section 3.2 , are displayed in gold and shown relative to north. 
They are the position angle of multiplet members, shown with one θi , the 
reduced multiplet orientation � , and the position angle of the tracer relative 
to the multiplet φ. 
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on-Gaussianity (Schmidt, Chisari & Dvorkin 2015 ; Akitsu et al. 
021 ; Kurita & Takada 2023 ), baryon acoustic oscillations (Oku- 
ura, Taruya & Nishimichi 2019 ; van Dompseler, Georgiou & 

hisari 2023 ; Xu et al. 2023 ), RSDs (Okumura & Taruya 2023 ),
nd cosmic B modes (Akitsu, Li & Okumura 2023 ; Georgiou et al.
023 ; Saga et al. 2024 ). 
In some cases, it is advantageous to study the alignment of

alaxy ensembles: groups and clusters as opposed to individuals. 
he determined shapes of galaxy ensembles are unaffected by the 
yriad of systematic effects which arise from imaging, and are 

ssociated with the shape of their host haloes, which display stronger
idal alignment (Smargon et al. 2012 ; Fortuna et al. 2021 ; Lee,
yu & Baldi 2023 ). Clusters of luminous red galaxies (LRGs) in

he Sloan Digital Sky Survey (SDSS) display similar but stronger 
lignment compared to single galaxies (Smargon et al. 2012 ; van 
itert & Joachimi 2017 ), although this may not be the case for

parse, faint samples (Vedder & Chisari 2021 ). The correlations in 
DSS were found to be lower than predicted by N -body simulations.
his may be due to hydrodynamic or projection effects, which create 
isidentification of cluster members (Shi et al. 2024 ). There are also

oncerns of orientation bias in identifying clusters, particularly for 
hotometric surv e ys (Sunayama 2023 ). 
In this work, we explore the potential of using galaxy ‘multiplets’:

mall sets of galaxies, mostly consisting of two to four members 
ithin 1 h 

−1 Mpc of each other (Fig. 1 ). We expect these tiny
nsembles to still preserve information from the large-scale tidal 
eld, while being more abundant than larger groups. Multiplets 
re not necessarily virialized systems, but can be understood in 
he IA framework as they are well within the non-linear regime of
ra vitational ev olution. Like galaxy shapes and haloes, their orbital 
tructure carries a memory of the initial tidal field. 

The alignment of galaxy multiplets may be a better estimator than 
ndividual galaxies when: imaging is poor, the sample is especially 
ense, or the sample displays little or no individual alignment, as
s the case for spiral (or ‘blue’) galaxies. The latter of these applies
o most available spectroscopic samples beyond redshift 1. High- 
uality imaging may be used to measure alignment of the outer 
egions of spiral galaxies (Shi et al. 2021 ), although this effect has
ot yet been observed. Understanding the redshift evolution of IA is
n important component of fully utilizing forthcoming cosmic shear 
urv e ys (Dark Energy Surv e y and Kilo-De gree Surv e y Collaboration
t al. 2023 ). Ho we ver, the redshift e volution of IA is unclear and
here is no direct IA detection beyond redshift 1 with traditional
stimators. 

We describe and model this estimator from the perspective of IA,
ut this work is also related to the fields of both galaxy groups
nd higher order clustering. Although multiplets are not galaxy 
roups, which are virialized systems and typically describe more 
omplete sets of galaxies (Oppenheimer et al. 2021 ), multiplets exist
n similar scales. They can overlap group catalogues, especially 
hen multiplets are identified in dense samples. Furthermore, the 
on-linear dynamics within groups directly affect the amplitude of 
ultiplet alignment. 
Since, in most cases, we are measuring the orientation of close

alaxy pairs relative to a distant tracer, this estimator can also be
hought of as a squeezed three-point correlation function. Previous 
ork has explored three-point and higher order correlations in 

pectroscopic data (Slepian & Eisenstein 2015 ; Philcox et al. 2022 ),
ncluding detecting evidence of the tidal field (Slepian et al. 2017 ) and
nvestigating the squeezed three-point function (Yuan, Eisenstein & 

arrison 2017 ). These describe correlations that arise from larger 
cales than multiplets, but are a similar framing of our estimator. 

As a spectroscopic surv e y of o v er 40 million galaxies, the Dark
nergy Spectroscopic Instrument (DESI) Surv e y, is well suited to
robing subtle, higher order clustering effects in 3D (Levi et al. 2013 ;
ESI Collaboration et al. 2016a , b , 2022 ; Miller et al. 2023 ; DESI
ollaboration et al. 2023a ). To explore the potential of multiplet

A, we measure the tidal alignment of multiplets in DESI’s Y1
urv e y (DESI Collaboration et al. 2024a , b , c ). We use three galaxy
amples: bright galaxies (BGS), LRGs, and emission-line galaxies 
ELG), ranging from redshifts 0.1 to 1.5. As a proof of concept for
nterpreting this estimator, we develop modelling for the catalogue 
hich displays the highest galaxy bias and alignment signal, LRGs. 
Section 2 describes the DESI data and mock catalogues used. 

ection 3 outlines our methodology for identifying galaxy multiplets 
nd measuring their alignment. Section 4 presents a comparison 
o mock catalogues and an analytic model of the alignment signal.
ection 5 summarizes key results and discusses prospects for utilizing
uture data sets. 

Throughout the paper, we assume the cosmological parameters of 
 0 = 69 . 6, �m , 0 = 0 . 286, and ��, 0 = 0 . 714. 

 DESI  C ATA L O G U E S  

ESI’s targets are chosen from DR9 of the Le gac y Imaging Surv e y
Dey et al. 2019 ; Myers et al. 2023 ). For more information on
ESI’s target selection, see DESI Collaboration et al. ( 2023a , b ). We
sed spectroscopic redshifts from DESI’s Y1 data (Guy et al. 2023 ;
chlafly et al. 2023 ). This data will be publicly available with DESI’s
ata Release 1 (DR1) (DESI Collaboration in preparation), and 
ocumented in DESI Collaboration (in preparation). The catalogues 
e use are designed for measuring large-scale structure (Ross 

n preparation). They contain spectra of 3.3 million BGS within 
 . 1 < z < 0 . 4, 2.2 million LRGs within 0 . 4 < z < 1 . 1, and 2.7
illion ELG within 0 . 8 < z < 1 . 5. Note that this is DESI’s full BGS

atalogue, as opposed to the luminosity-limited sample used for BAO 

nalysis (DESI Collaboration et al. 2024a ). More information on the
election and validation of these samples can be found in Hahn et al.
 2023 ), Raichoor et al. ( 2023 ), and Zhou et al. ( 2023 ). The catalogues
lso include weights to account for redshift failure and the probability
hat each target was observed. When making our measurement, we 
pplied these weights to all tracer samples. 
MNRAS 534, 3540–3551 (2024) 
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Table 1. Properties of the DESI catalogues used to identify galaxy multiplets. 

Galaxy Redshift N galaxies N galaxy Volume 
type range multiplets (Gpc 3 h −3 ) 

ELG 1.1 < z < 1.5 1.5 M 21 K 67.8 
ELG 0.8 < z < 1.1 1.2 M 22 K 35.8 

LRG 0.8 < z < 1.1 0.9 M 34 K 34.6 
LRG 0.4 < z < 1.1 2.2 M 105 K 34.6 

BGS 0.3 < z < 0.4 0.6 M 64 K 3.2 
BGS 0.2 < z < 0.3 1.3 M 212 K 1.5 
BGS 0.1 < z < 0.2 1.4 M 307 K 0.5 
BGS Blue 0.1 < z < 0.2 0.56 M 81 K 0.5 
BGS Red 0.1 < z < 0.2 0.54 M 100 K 0.5 

Notes. The right column shows the comoving volume of the sample, estimated 
from the positions of galaxy multiplets. The colour cuts used to make the BGS 
blue and red samples are described in Section 2 . 
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1 Additional works that examine the impact of using only galaxy orientations 
include Okumura & Jing ( 2009 ), Blazek, McQuinn & Seljak ( 2011 ), and 
Singh, Mandelbaum & More ( 2015 ). 
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F or e xploring the difference between red and blue galaxy pop-
lations, we create two sub-catalogues of the BGS sample within
 . 1 < z < 0 . 2. The BGS Blue sample is defined as galaxies with a
 − r colour of less than 0 . 3 + 3 z, and BGS red as galaxies with a
 − r colour greater than 0 . 5 + 3 z. The colour g − r is computed
rom the Le gac y Surv e y imaging and z is the galaxies’ spectroscopic
edshifts. 

Validation of DESI’s surv e y selection and analysis rely on mock
atalogues. These are generated with 25 N -body cosmological sim-
lations from A BACUS S UMMIT (Hadzhiyska et al. 2021 ; Maksimova
t al. 2021 ; Yuan et al. 2024 ). An important aspect of these is to cap-
ure the effects of fibre assignment. DESI performs spectroscopy on
housands of objects at once via individually controlled robotic posi-
ioners, which place fibre optic cables on galaxies. Their positions are
imited to a set patrol radius and by proximity to other fibres, resulting
n an undersampling of highly clustered targets. Here, we use the set
f mock catalogues prepared for DESI Y1 clustering measurements,
nd two implementations of fibre assignment. The first is alternative
er ged tar get ledgers (aMTL), where the probability that targets are

bserved is estimated by running the fibre assignment algorithm with
arying target priorities (Lasker et al. 2024 ). The second is fast fibre
ssignment (FFA), which determines the probability that galaxies are
bserved based on the number of survey passes at its location and
umber nearby galaxies (Bianchi et al. in preparation). 

 A L I G N M E N T  M E T H O D  

.1 Identifying galaxy multiplets 

ur measurement is a projected quantity, relating the orientation
f multiplets in the plane of the sky as a function of transverse
istance (Fig. 1 ). Ho we ver, we identify small multiplets of galaxies
n 3D comoving space using spectroscopic redshifts. Each galaxy
s matched to its nearest neighbour and all pairs are limited to a
aximum separation in the plane of the sky, r p , and along the line

f sight, r ‖ . r ‖ is necessarily larger than r p to account for the RSDs
reated by peculiar velocities of multiplet members. We then find
ultiplets within these matches using a Union Find algorithm to

dentify connected components within the graph of galaxy pairs
Galler & Fisher 1964 ). We set no maximum for the number of
ultiplet members and galaxies can only be a member of one
ultiplet. This is similar to the friends-of-friends algorithm used

or identifying haloes in N -body simulations and for constructing
roup catalogues (Davis et al. 1985 ; Eke et al. 2004 ; Robotham
t al. 2011 ). Note that unlike these catalogues, our goal is not to
dentify complete, gravitationally bound objects. We expect even
on-viralized objects to contribute to our final measurement and so
et no additional criteria such as completeness or velocity dispersion.

To explore the ef fecti veness of this algorithm to identify distinct
ultiplets, we created a catalogue of isolated multiplets, consisting

nly of multiplets where each member was a minimum of 2 r p 
nd 2 r ‖ away from the nearest non-multiplet member. This had no
ignificant effect on final results. We tested multiplets constructed
rom varying criteria, between 0 . 5 < r p < 1 . 0 h 

−1 Mpc and 6 . 0 <
 ‖ < 12 h 

−1 Mpc . We found no significant effect on the amplitude of
he final signal when varying these parameters, so we selected cuts to
aximize the signal-to-noise ratio (SNR) for the sample we model

n Section 4 , LRGs. For all samples, we use r p = 1 . 0 h 

−1 Mpc and
 ‖ = 6 . 0 h 

−1 Mpc . Alternative multiplet definitions, such as scale
uts which depend on density or removing very close pairs (see
ection 4.1 ) may impro v e the SNR and are worth exploring in future
orks. 
NRAS 534, 3540–3551 (2024) 
Properties of the DESI samples, we identified multiplets in are
hown in Table 1 and demographics of the multiplets are shown in
ig. 2 . This displays the number of members within each multiplet,
hich is most often two. It also shows the spatial size of each
ultiplet, determined by taking the maximum 3D distance between
 multiplet member and the multiplet’s centre in redshift space. Note
hat this can be greater than r p and r ‖ since we only limit the distance
etween multiplet members, not its o v erall size. 

.2 Estimator formalism 

or each multiplet, we determine its projected orientation based on
he 2D positions of its member galaxies in the plane of the sky. This
rientation is then correlated with the positions of galaxies in a tracer
ample. See Fig. 1 for a schematic of the variables used. 

Multiplet orientation � is determined by averaging the complex
ositions of its N members relative to its centre. This centre is
efined as the geometric average of member 2D positions. � is the
ngle corresponding to this average complex number: 

multiplet = 

1 

N 

N ∑ 

i= 1 

r i exp 2 iθi = a + bi, 

� = 

1 

2 
arctan 

b 

a 
. (1) 

or each member i, r i is the projected distance to the multiplet centre
nd θi is its projected position angle relative to the centre. We do not
onsider the full ellipticity of the multiplet, i.e. axis ratio, because this
s meaningless for multiplets with two members and it is not expected
o increase our SNR. For single galaxies, measurements with the
DSS-III Baryon Oscillation Spectroscopic Surv e y (BOSS) low-
edshift (LOWZ) sample have found that this can provide comparable
onstraints (Singh & Mandelbaum 2016 ). 1 We find a similar result
ith DESI Y1 LRGs and Le gac y Imaging (Fig. 9 ). 
This orientation angle is then measured relative to the tracer

ample. In most cases, the tracer sample is the same as the one
sed to identify multiplets. For each pair, consisting of a galaxy
ultiplet and a tracer, the relative angle is the difference between

he position angle of the multiplet relative to the tracer, φ, and the
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Figure 2. Demographics of multiplets found in the galaxy catalogues of DESI’s Y1 surv e y. The majority of multiplets in all cases are composed of only two 
members, even for the densest sample, BGS, where 70 per cent of multiplets are galaxy pairs. The spatial size of multiplets is shown in the middle panel, 
which is described by the maximum 3D distance between a multiplet member and the multiplet’s centre in redshift space. There is a drop around 3 h −1 Mpc, 
corresponding to the maximum distance to the centre for a pair of galaxies based on our multiplet definition (Section 3.1 ). The right panel shows the redshift 
distribution of multiplets. 

Figure 3. The reduced covariance matrix corresponding to the LRG signal 
in Fig. 5 (a). The identity matrix has been subtracted from this plot. There is 
covariance in the multiplet alignment measurement between bins of projected 
separation, particularly in the largest bins. 
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ultiplet’s orientation: 

 = � − φ (2) 

he rele v ant quantity is cos ( 2 � ), as function of the projected sepa-
ation, R, between the multiplet and the tracer. This is then averaged
 v er ev ery multiplet-tracer pair. 2 This is similar to conv entions in
As and ensures the relative angle is invariant under rotation. Since 
e are mostly measuring the orientation of a pair of galaxy positions

elative to a distant tracer, this estimator is similar to a squeezed
hree-point correlation function. For multiplets with more than two 

embers, the pair of points describe an N -weighted orientation. 
The code for these measurements, and other analysis throughout 

he paper, is available in the repository spec-IA . 
 See section 3.1 of Lamman et al. ( 2024 ) for how this relates to the IA 

orrelation function, w g+ . 

l  

B  

o
p  

o  

a

.3 Measurement 

hen measuring the projected orientation of multiplets relative to 
 tracer catalogue, we limit the multiplet-tracer pairs to a line-of-
ight separation that is unique to each bin of projected separation,
 max ( R bin ). This is to maximize the signal-to-noise of our measure-
ent. In the case of positive tidal alignment, shapes are elongated

long the stretching direction of the tidal field. In this situation,
he tidal field along the line of sight will not induce a measurable
rientation in the plane of the sky. Therefore, multiplet-tracer pairs 
hat are close in the plane of the sky but distant along the line-of-sight
irection will have a relatively low contribution to the total alignment
ignal. At larger projected separations, there is more contribution 
rom radially distant galaxies and it becomes advantageous to 
ncrease 
 max . We chose 
 max ( R bin ) = 6 h 

−1 Mpc + 

2 
3 R bin based on

he SNR of our final LRG signal. Our model estimate is computed in
hese same R bins. Throughout plots in this paper, the varying values
f 
 max are shown through shaded regions and marked explicitly. We
se this projected statistic, as opposed to keeping the measurement as
 function of r p and r ‖ , because most of the signal is along the LOS
or tidal alignments due to the projection of shapes. Additionally, 
 projected statistic allows for more direct modelling as it is less
ensitive to RSDs (Fig. 7 ). 

For each measurement, we separate the multiplet catalogue into 
00 sk y re gions by right ascension and declination, with equal
umbers of multiplets in each. The orientation of multiplets are 
easured separately in each region, but relative to the full tracer

ample. Our final measurement is the mean and standard error of
hese 100 measurements. For the densest of our samples, BGS, 
e use 144 regions and adopt a more memory-conscious binning 

trategy. In this instance, we compute the average signal in each R bin 

efore av eraging o v er the sk y re gions. This marginally increases
he measurement noise but is more practical for samples with many

ultiplet-tracer matches. 
DESI’s Year1 surv e y has an irregular footprint with varying

evels of survey completeness. For a plot of the Y1 LRG and
GS footprint, see fig. 4 of Krolewski et al. 2024 ; more details
n completeness variation can be found in DESI Collaboration (in 
reparation). We find the signal to be sensitive to survey geometry
n large scales. To account for this, for every measurement we
lso measure the orientation of galaxy multiplets relative to random 
MNRAS 534, 3540–3551 (2024) 
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M

Figure 4. A demonstration of the advantages of using multiplet alignment. 
Here, we show the tidal alignment of galaxy and multiplet orientations within 
a dense, blue sample. The alignment of individual galaxies is highly sensitive 
to surv e y geometry and, as e xpected, consistent with zero. Ho we ver, the 
alignment of multiplets displays a clear signal. 
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atalogues designed to match DESI’s Y1 footprint. The average of
easurements with multiple random catalogues is subtracted from

he initial measurement. Across samples, we see a turno v er in the
ultiplet-random signal around 80 h 

−1 Mpc. We see no evidence
f anisotropy in the orientations of multiplets, so this systematic
tangential alignment’ at large separations is likely to be due to the
ootprint of the tracers, which spans a narrow band in right ascension.
his pattern is not present when measuring the signal in isolated
quare regions. 

The multiplet alignment measurements can be found in Fig. 5 ,
nd the covariance matrix for the LRG multiplet alignment in
 . Within the four bins of projected separation that we used to
cale our model in Section 4 , between 20 and 70 h 

−1 Mpc, the
RG signal has a detection significance of 15.8 σ . We find a
etection of alignment out to 100 h 

−1 Mpc in all samples, including
he highest redshift ELG bin at 1 . 1 < z < 1 . 5. This is shown
n Fig. 5 (a), along with the full LRG and BGS samples. Here,
e have made no adjustment for clustering differences between

amples; this plot demonstrates the alignment strength and scale
ependence of each tracer, not any redshift dependence. For each
easurement, we use the same galaxies to construct multiplets

nd the tracer catalogue. The exception is the o v erlapping LRG
nd ELG region of 0 . 8 < z < 1 . 1, where we measure each cross-
orrelation between the samples (Fig. 5 b). Although we expect
ach of these signals to display a similar scale dependence, it is
ifficult to assess with this sparse sample. Therefore, we examine
he red–blue dependence within the densest of our catalogues,
GS. 
We split the BGS catalogue into redshift subsamples (Fig. 5 c).

n this plot, we account for the galaxy bias and its evolution across
edshifts. Intrinsic properties of BGS also vary across redshift, so this
lot should not be interpreted as a redshift evolution. For instance,
he highest redshift bins contain the most luminous galaxies, which
re known to display higher alignment. Despite this, we still see a
igh signal from the lower mass, low-redshift galaxies. Galaxies in
he lowest BGS redshift bin have stellar masses of around 10 10 M �
Hahn et al. 2023 ). Fig. 5 (d) shows the multiplet alignment for blue
NRAS 534, 3540–3551 (2024) 
ersus red galaxies in this same sample. The colour cuts selection of
hese subsamples are described in Section 2 and their alignments
ere measured relative to the full BGS catalogue. The red and
lue samples display similar amplitudes and scale dependence. This
hows that blue galaxies can be used to trace the tidal field similarly
o red galaxies, which is a promising result for measuring alignments
eyond redshift 1. 
Compared to the alignment of individual galaxies, we expect

he alignment of galaxy multiplets to be well suited to samples
hat are especially dense and samples of blue galaxies. To directly
emonstrate this, within the BGS Blue sample, we measure the IA of
ndividual galaxies using imaging from the Le gac y Imaging Surv e y.
ere, we find a strong dependence on surv e y geometry. This is

ccounted for through the randoms, but results in a large statistical
rror at large separations. As expected, the alignment of these faint
lue galaxies is consistent with zero at all separations. Ho we ver,
alaxy multiplets in the same catalogue display a clear alignment
ignal (Fig. 4 ). 

 I NTERPRETATI ON  

n this section, we explore the modelling of multiplet alignments
hrough simulations and theory, using the LRG sample as a case
tudy. This is because LRGs have a large galaxy bias, they display
lear alignment of both individual and multiplet orientations, and
here exist associated DESI mocks that are designed for reproducing

easurements of large-scale structure. 

.1 Comparison to simulations 

e reproduce our measurements with three versions of DESI’s Y1
RG mock catalogues: one without fibre assignment and two with
ifferent implementations of fibre assignment, aMTL and FFA, as
escribed in Section 2 . These fibre assignment catalogues and their
eights are designed to reproduce two-point clustering statistics. The

verage measurement of 25 simulations for each mock catalogue and
heir standard error compared to the true LRG signal is shown in Fig.
 . We find no significant difference in the number of multiplets
ound, but they display lower multiplet alignment. This is probably
 reflection of the underlying simulation’s inability to capture higher
rder clustering effects, particularly how galaxies are distributed
ithin dark matter halos. Ho we v er, the y sufficiently reproduce the

hape of the signal. 
aMTL is the most realistic simulation of fibre assignment, but we

o not find a significant difference between the two mock catalogues
hich include fibre assignment. It is interesting to note that the signal

s marginally higher for the fibre assignment catalogues, which can be
een in the lower panel of Fig. 6 . This is probably because galaxies
ery close to a multiplet’s centre are more affected by non-linear
ynamics and therefore dilute large-scale correlations. Individual
alaxy shapes display higher alignment in their outer regions for
he same reason (Singh & Mandelbaum 2016 ; Georgiou et al. 2019 ).
ibre assignment underselects close pairs, ef fecti v ely remo ving some
f this dilution. To test this, we limited the projected separation
f the initial pairs used to make the LRG multiplet catalogue to
 p > 0 . 5 h 

−1 Mpc and find a similar enhancement of the signal, 10
er cent between 6 and 60 h 

−1 Mpc. This may be a useful addition
o future studies of multiplet alignment. 

We do not include the effects of RSD in our analytic model
Section 4 ), so to test this assumption we reproduce the aMTL
easurement in real space. Here, galaxy multiples are still found

n redshift space, but the multiplet-tracer correlations are measured
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(a)

(c) (d)

(b)

Figure 5. Correlations between the projected orientations of galaxy multiplets and density for different galaxy samples as a function of projected separation, R. 
The measurement in each R bin utilizes a different value of 
 max , indicated by the shaded regions and marked at the bottom of each plot. 
 max is the maximum 

line-of-sight distance between a multiplet-tracer pair. Unless otherwise indicated, each measurement uses the same catalogue for multiplet orientations and 
density tracers. Panel (a): the signal for each tracer type, with no adjustments made for differences in clustering between samples. LRGs have the highest galaxy 
bias and their signal is the one we focus on reproducing in Section 4 . The signal is especially clear for the dense BGS sample. Although a sparse sample, we also 
detect a signal with ELGs beyond redshift 1. Panel (b) explores cross-correlations between ELGs multiplets, ELG tracers, LRGs multiplets, and LRG tracers in 
their o v erlapping re gion, 0 . 8 < z < 1 . 1. Based on the comparison in Panel (d), we expect similar scale-dependence of these alignments. Redshift subsets of the 
BGS sample are shown in Panel (c). Here, we account for differences in the galaxy bias and its evolution by scaling each measurement relative to the bias in the 
middle redshift bin. From lowest to highest redshift bin, the rescaling factors are 1.12, 1.0, and 0.80. Panel (d) displays the alignment of multiplets in red and 
blue subsamples of the lowest redshift BGS galaxies, relative to the full BGS sample. We find no obvious difference in scale dependence, demonstrating the 
potential of utilizing blue galaxies to trace the tidal field similarly to red galaxies. 
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sing the true positions of the multiplet centres and tracers. The 
ffects of RSD on the tracer catalogue appear to make a 0–5 per cent
ifference on scales beyond 10 h 

−1 Mpc (Fig. 7 ). 

.2 Modelling 

o quantify the connection between multiplet orientation and the 
nderlying matter distribution, we assume a linear relationship 
etween shapes and the tidal field. This common approach for 
arge-scale IA assumes the ellipticity of objects is linearly related 
o the gravitational potential, which is described by either the linear 
LA) or non-linear (NLA) matter power spectrum (Bridle & King 
007 ; Hirata et al. 2007 ). The latter is often used for individual
RGs down to projected separations of around 6 h 

−1 Mpc (Singh
t al. 2015 ). The amplitude of this relation is then calibrated by
easurements. 
Following the convention in Lamman et al. ( 2023b , 2024 ), we

escribe the traceless tidal tensor as 

 ij = ∂ i ∂ j φ − 1 

3 
δK 
ij ∇ 

2 φ, (3) 

here ∇ 

2 φ ∝ δ is given by the Poisson equation, with δ being the
ractional o v erdensity. Constants are absorbed into the unmodelled 
MNRAS 534, 3540–3551 (2024) 
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M

Figure 6. A comparison between DESI Y1 LRGs and several LRG mock 
catalogues. The mock catalogues contain different implementations of fibre 
assignment: none, aMTL, and FFA (as described in Section 2 ). The ratio of 
the mock signals with fibre assignment to that without is shown in the bottom 

panel. Fibre assignment causes a 4–5 per cent enhancement of the signal. 

Figure 7. This is an assessment of the impact of RSD on the multiplet 
alignment signal. Here, we plot the ratio between the aMTL signal in Fig. 6 
and a version where the shape-tracer correlations were measured in real space. 
The two measurements differ by about 5 per cent on these scales. 
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mplitude of the correlation. δK is the Kronecker delta. In Fourier
pace, this is expressed as 

 ij ( � r ) = 

∫ 
d 3 k 

(2 π) 3 

( 

k i k j − 1 
3 δ

K 
ij k 

2 

k 2 

) 

˜ δm 

( k )e i k ·r , (4) 

here we have use ˜ δ to indicate a variable in Fourier space. Our
easured signal is a projected quantity, where we define ̂  z to be along

he line-of-sight. Therefore, for a projection with α, β = { x , y } and
sing the relation T xx + T yy = −T zz , the rele v ant projection of the
idal field is ( T αβ + T zz / 2). 

In this study we characterize the rele v ant ‘shapes’ of objects
olely by orientation, instead of the full ellipticity. This axis-ratio
omponent of shapes affects the amplitude of the signal as does any
ystematic misalignment of galaxy multiplets to the large-scale field
aused by local dynamics. Our focus in this work is to explore how
ultiplet alignment traces the tidal field across large scales, without
aking any assumptions about the effect’s amplitude. Therefore, we
NRAS 534, 3540–3551 (2024) 
old in the full ellipticity information and any misalignment effects
nto the signal amplitude, assuming neither display scale dependence
t large separations. This is similar to the ‘stick model’ employed
or describing the positions and alignments of galaxies within haloes
Schneider & Bridle 2010 ; Fortuna et al. 2021 ). 

The projected ellipticity of galaxy multiplets can be described by
he traceless tensor 

α,β = τ ( T αβ + 

1 

2 
T zz ) . (5) 

α,β quantify the relative orientation of galaxy multiplets, as defined
n Section 3.2 , and τ is a parameterization of the shape’s response to
he tidal field. τ includes any effects from the full-shape information
nd any misalignment of shapes relative to the tidal direction. The
ull complex ellipticity is described as 

= τ [ T xx − T yy + 2 iT xy ] . (6) 

The quantity of interest is the expectation value of the cross-
orrelation between projected shapes and the matter field, Q : 

 model = 

1 

2 
〈 ε∗Q + εQ 

∗〉 . (7) 

e describe the 3D matter field in a particular bin of transverse
eparation R bin and line-of-sight separation ±
 max as 

 ( R bin , ±
 max ) = 

∫ 
d 3 rW ( ̄r ) δg e 2 iθr ∫ 

d 3 rW ( ̄r )(1 + ξεg ) 
. (8) 

ere, δg is the fractional matter o v erdensity, ξεg is the shape
rientation–galaxy correlation function, r is the 3D separation, and
r is the 3D relative angle. W ( ̄r ) is a function representing the bin
election, both an annulus in R and ±
 max along the line of sight, i.e.

ˆ  . ̄r is used to denote a binned quantity. The expansion of ε∗Q + εQ 

∗

an be found in Appendix A , and results in the expression 

 model = 

−τ∫ 
d 3 rW ( ̄r )(1 + ξεg ) 

∫ 
d 3 rW ( ̄r ) 

∫ 
d k z 
2 π

∫ 
K d kJ 2 ( K R) 

K 

2 

k 2 
P gm 

( k)e ik z z , (9) 

here J 2 is the second Bessel function of the first kind and P gm 

( k)
s the galaxy-matter power spectrum. k represented 3D position in
ourier space, K represents the 2D position on the plane of the sky
 k x , k y ), and k z lies along the line of sight. k 2 = K 

2 + k 2 z . 
The remainder of this Section describes how we compute equation

 9 ), by breaking it into the components we measure or calculate.
eginning with the denominator, ∫ 

d 3 rW ( ̄r )(1 + ξεg ) = π( R 

2 
max − R 

2 
min )(2 
 max + w̄ p ) . (10) 

¯  p is the integrated two-point cross-correlation function between the
ultiplet and tracer catalogue, w p ( R), within an annulus of R min and
 max : 

¯  p ( R bin ) = 

1 

π( R 

2 
max − R 

2 
min ) 

∫ R max 

R min 

2 πR d R w p ( R ) . (11) 

e further define J 2 , a binned version of the second Bessel function
nte grated o v er a giv en R bin : 

 2 ( K) = 

2 

( R 

2 
max − R 

2 
min ) 

∫ R max 

R min 

R d R J 2 ( KR ) , (12) 

his can be solved analytically (equation A8 ). Using the relation 

1 

2 
 max 

∫ 
 max 

−
 max 

d ze ik z z = sinc ( k z 
 max ) , (13) 
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Figure 8. Comparison between the LRG multiplet alignment and the model 
predictions using both a linear and non-linear matter power spectrum. These 
model predictions have been normalized using a τ value estimated from the 
bin measurements circled in the bottom panel. We also show a normalized 
measurement of the multiplet alignment made with LRG aMTL mock 
catalogues (Section 4.1 ), which sufficiently reproduces the signal shape on 
these scales. 
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Figure 9. Here, we compare the alignment of galaxy multiplets to the 
alignment of individual galaxies within the DESI LRG sample. The yellow 

line shows the alignment of the orientations of LRG multiplets relative to 
positions of full sample (Section 3.3 ). The red line is the orientations of 
individual LRGs relative to the full sample, multiplied by 3 for an easier 
comparison. These two measurements model shapes as ‘sticks’, described 
only by orientation. The blue line is the full shape alignment of LRGs, taking 
into account galaxy axis ratios and multiplied by 16 comparison. The bottom 

panel shows the difference in the points plotted abo v e, highlighting the similar 
scale-dependence of each estimator. The average signal-to-noise for each of 
these measurements shown is 9.2 for multiplets, 15.4 for imaging, and 11.0 for 
imaging with ellipticity. These measurements were made with 105 thousand 
multiplets and 2.2 million individuals LRGs. 
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e further define an expression of the rele v ant matter distribution for
 given 
 max : 

 
 

( K) = 2 
 max 

∫ 
d k z 
2 π

K 

2 

K 

2 + k 2 z 

P gm 

(√ 

K 

2 + k 2 z 

)
sinc ( k z 
 max ) . 

(14) 

n practice, for this we use the matter power spectrum and galaxy
ias b g P mm 

( k), with b g = 1 . 99 for DESI LRGs (Mena-Fern ́andez
t al. 2024 ). Combining these expressions, the model prediction for
ur signal E( R) is simplified to 

 model ( R ) = 

−τ

(2 
 max + w̄ p ) 

∫ 
Kd k J 2 ( K, R ) P 
 

( K) . (15) 

We compute this numerically and separately in each R bin, 
ith the corresponding R min , R max , and 
 max value for each. The
odel prediction made with both a linear and non-linear matter 

ower spectrum can be seen in Fig. 8 . The power spectra are from
 BACUS S UMMIT and e v aluated at z = 0 . 8. We normalize the models
y taking their ratio to the large-scale signal, using the points circled
n the lower panel of Fig. 8 . This results in an estimate τ for the LRG
ultiplets of −0 . 106 ± 0 . 002 for both LA and NLA. We find that

hese models can sufficiently match the shape of our measurement 
nly down to scales of 20 h 

−1 Mpc, while the LRG mock catalogue
atches below 10 h 

−1 Mpc. The corresponding τ value for this mock 
s also −0 . 106 ± 0 . 002. Therefore, the NLA model is sufficient for
ery large scales, but fails to capture the non-linear dynamics between 
ultiplets and tracers in the way that an N -body simulation can. 
The alignment amplitude is often characterized with A IA (Cate- 
an & Porciani 2001 ; Hirata & Seljak 2004 ; Blazek, Vlah & Seljak
015 ). A IA describes the relationship between intrinsic galaxy shear, 
I 
ij , with the tidal tensor, T ij , as defined in equation ( 3 ). In the case
f ‘early alignment’, it is assumed that shapes are aligned at time of
ormation and then evolve with the matter field. 

I 
ij = −A IA ( z ) C 1 

ρm , 0 

D( z ) 
T ij . (16) 

ere, ρm , 0 is the matter density, D( z) is the growth factor, normal-
zed so D̄ ( z) = (1 + z) D( z) is unity at matter domination, and C 1 

s a historical normalization constant of 5 × 10 −14 M 

−1 
� h 

−2 Mpc 3 

Brown et al. 2002 ). The relationship to our alignment amplitude τ
s 

 IA ( z) = − τ

C 1 

D( z) 

ρm , 0 
. (17) 

or our ‘stick’ model of LRG multiples, this corresponds to an
verage value of A IA = 5 . 7 ± 0 . 1. For reference, the corresponding
tick alignment of the same sample using individual galaxies and 
e gac y Surv e y imaging is A IA = 1 . 96 ± 0 . 001, about five times
igher than when using the full-shape information (Fig. 9 ). For this
easurement, we use the ellipticity definition 

+ 

= 

a − b 

a + b 
cos 2 θ, (18) 
MNRAS 534, 3540–3551 (2024) 
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ased on the galaxy major and minor axis, a and b, and orientation,
. 
Fig. 9 is also a useful demonstration of how, although very

ifferent amplitudes, the alignment of multiplet orientation has the
ame scale dependence of shape alignment and can be modelled
imilarly . Additionally , mutliplet alignment produces a comparable
ignal-to-noise measurement as full shape alignment, with less
han 5 per cent of the objects. While multiplet alignment does not
ecessarily outperform individual galaxies within the LRG sample, it
s promising for denser regions or samples that show weaker intrinsic
alaxy alignment. 

 C O N C L U S I O N  

n this work, we explore the potential of multiplet alignment for large
pectroscopic surv e ys through DESI’s Y1 data. These multiplets
ostly consist of two to four members within 1 h 

−1 Mpc of each
ther. By measuring their orientations relative to the galaxy-traced
idal field, we detect an IA signal out to projected separations
f 100 h 

−1 Mpc and beyond redshift 1. Advantages of this galaxy
ultiplet alignment o v er the alignment of individual galaxies depend

n properties of the galaxy catalogue, including morphology , density ,
nd imaging quality. We find similar scale-dependence of the signal
eg ardless of g alaxy colour or luminosity, which is a promising result
or measuring the tidal field with galaxy populations that typically
isplay little or no intrinsic shape alignment. 
Using the LRG sample as a case study, we reproduce the LRG
easurement with mock catalogues from the A BACUS S UMMIT N -

ody simulations, finding they underpredict the signal amplitude
ut match its shape. This is because the scale-dependence of the
ignal traces the large-scale tidal field, while its amplitude is a
esult of small-scale dynamics not accurately modelled with N -body
imulations. Using a non-linear tidal alignment model, we find an
mplitude parameter τ = −0 . 106 ± 0 . 002, which characterizes the
esponse of multiplet orientations to the tidal field. This modelling
atches the measured signal abo v e scales of 20 h 

−1 Mpc but fails
o capture non-linear effects at smaller scales, unlike the N -body
rediction. 
The multiplet alignment signal could be impro v ed by supplement-

ng multiplet catalogues with imaging, by identifying additional
alaxies close to spectroscopic targets. Additional impro v ements
ould be made by weighting the shapes of multiplets based on mem-
er luminosity, or weighting the alignment by multiplet richness.
lthough we focus on modelling LRGs for this estimator, they are
ot necessarily the most optimal application. The signal is especially
lear for the dense BGS region and warrants further exploration into
ub-trends within the population, such as redshift and luminosity
ependence. 
Compared to measurements of galaxy shape alignments, the use

f spectroscopically identified multiplets mitigates systematic effects
rom imaging and shape measurements, and can extend IA studies
o samples that do not display intrinsic shape alignments (Fig. 4 ).
he remaining 4 yr of the DESI surv e y will significantly increase the
ize and comoving density of the ELG sample, allowing for better
easurements of IA at higher redshifts. 
Although we describe multiplets as distinct objects throughout

his work and model their orientations with IA conv entions, the y are
ot necessarily virialized systems or a proxy for dark matter halo
hapes. The multiplet alignment estimator is essentially a squeezed
hree-point correlation function: The orientation of a pair of galaxies
elative to a distant tracer, except in several cases the orientation of the
alaxy pair is determined by all nearby galaxies. Our measurement
NRAS 534, 3540–3551 (2024) 
hows that the angular dependence of the squeezed limit is coupled
o the linear tidal field. This indicates that there is a directionality of
on-linear collapse preserved even into the non-linear regime, at the
cales of the multiplet sizes of around 1 h 

−1 Mpc. 
In principle, this measurement can be used to produce an intrinsic

hear map and reconstruct the underlying matter field. Unlike the
hear measurements from weak lensing, intrinsic shear preserves
ine-of-sight information. Ho we ver, as in shear measurements, there
ill be impacts from the foreground mass on the multiplet shape
olarization and therefore any inference of the tidal field. An
dvantage of using galaxy multiples to trace the 3D mass field is that
he estimator has systematics that are distinct from the galaxy field,
nd may provide an avenue to more precisely measure large-scale
odes. The difficulty lies in determining the modelling amplitude,
( z). This could potentially be determined through hydrodynamic
imulations or by calibrating τ with a weak-lensing map and an
ssumed amplitude of the redshift-dependent matter power spectra.
uch a mass map may pro v e useful for certain applications, despite

he underlying cosmological dependence. With the right sample and
nderstanding of the modelling amplitude, this could be a unique
ay to explore the large-scale matter field in future surveys. 
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PPENDIX  A :  M O D E L L I N G  D E R I VAT I O N  

o compute the expectation value of the cross-correlation between
efinitions, as described in equations ( 6 ) and ( 8 ): 

= τ [ T xx − T yy + 2 iT xy ] , 

 ( R bin , ±
 max ) = 

∫ 
d 3 rW ( ̄r ) δe 2 iθr ∫ 

d 3 rW ( ̄r )(1 + ξεg ) 
. 

sing these, E model is computed as 

 model = 
〈 ε ∗ Q 〉 = 

1 

2 
〈 ε∗Q + εQ 

∗〉 = 
 ε
 Q + � ε� Q = | Q | [( εx

= 

−τ∫ 
d 3 rW ( ̄r )(1 + ξεg ) 

∫ 
d z 

∫ 
R d R 

∫ 
d θW ( ̄r ) δ( R , z)[( T xx 

The 3D, we integrate over here are the projected angle on the pla
omplex conjugation and x ∗ is the complex conjugate of x. To comp∫ 

d z 
∫ 

R d R W ( ̄r ) 
∫ 

d θ
∫ 

d 3 k 

(2 π) 3 
˜ δ( k )e −ik·r 

∫ 
d 3 q 

(2 π) 3 
e iq·(0) ˜ δq 

1 

q 2

= 

∫ 
d z 

∫ 
R d R W ( ̄r ) 

∫ 
d k z 
2 π

∫ 
Kd k 

(2 π) 2 
P ( k ) 

∫ 
d φ

∫ 
d θe −i K·R−i k z z 

[
K 

2 ( cos 2 φ − sin 2 φ) cos 2 θ + K 

2 (2 cos φ sin φ − ( cos 2 φ + s i n 2

˜ is the fractional o v erdensity in F ourier space. k represented the 3D
he sky ( k x , k y ), and k z along the line of sight. k 2 = K 

2 + k 2 z . We th
os ψ = 

ˆ K · ˆ R . The abo v e e xpression will inte grate to 0 for all n e x
he real component is −2 J 2 ( KR) cos ( 2( φ − θ ) ). The inner integrand

−
∫ 2 π

0 
d φ

∫ 2 π

0 
d θ2 J 2 ( KR) cos 2( φ − θ ) 

[
K 

2 cos 2 φ cos 2 θ + K 

2 ( si

his leads to our final expression 

 model = 

−τ∫ 
d 3 rW ( ̄r )(1 + ξεg ) 

∫ 
d 3 r W ( ̄r ) 
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d k z 
2 π
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K d kJ 2 ( K R) 

K 

2

k 2

This is solved numerically, except for 

 2 ( K) = 

2 

( R 

2 
max − R 

2 
min ) 

∫ R max 

R min 

R d R J 2 ( KR ) , 

or which we use the analytic solution: 
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