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Abstract  

Meteorological  processes are highly non-linear and complicated to predict at high 

spatial resolutions. Weather forecasting provides critical information about future 

weather that is important for flooding disaster prediction system and disast er 

management. This information is also important to businesses, industry, 

agricultural sector, government and local authorities for a wide range of reasons. 

Processes leading to rainfall are non-linear with the relationships between 

meteorological parameters are dynamic and disproportionate. The uncertainty of 

future occurrence and rain intensity can have a negative impact on many sectors 

which depend on the weather condition.  Therefore, having an accurate rain fall 

prediction is important in human decisions. Innovative computer technologies such 

as soft computing can be used to improve the accuracy of rainfall prediction. Soft 

computing approach es, such as neural network and fuzzy soft clustering are 

computational intelligent systems that are capable of integrating humanlike 

knowledge within a specific domain, adapt themselves and learn in changing 

environments. This study evaluates the performance of a rainfall forecasting model.  

The data pre-processing method of Principal Component Analysis (PCA) is 

combined with an Artificial Neural Network (ANN) and Fuzzy C -Means (FCM) 

clustering algorithm and used to forecast short -term localized rainfall in tropical 

climate. State forecast (raining or not raining) and value forecast (rain intensity) are 

tested using a number of trained networks. D ifferent types of ANN structures  were 

trained with a combination of multilayer perceptron with  a back propagation 

network. Levenberg -Marquardt, Bayesian Regularization and a Scaled Conjugate 

Gradient training algorithm are used  in the network tr aining. Each neuron uses 

linear, logistic sigmoid and hyperbolic tangent sigmoid as a transfer function. 

Preliminary analysis of i nput parameter  data pre-processing and FCM clustering 

were used to prepare input data for the ANN forecast m odel.  Meteorological data 

such as atmospheric pressure, temperature, dew point, humidity and wind speed 
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have been used as input parameters. The magnitude of errors  and correlation 

coefficient were used to evaluate the performance of trained neural network s.  The 

predicted rainfall forecast for one to six  hour ahead are compared and analysed. 

One hour ahead for state and value forecast yield more than 80% accuracy.  The 

increasing hours of rain prediction will reduce the forecast accuracy because input-

output mapping of the forecast model reached termination criterion early during 

validation test and no improvement of convergence in the consecutive number of 

epochs. Result shows that, the combination  of PCA-FCM-ANN forecast model 

produces better accuracy compared to a basic ANN forecast model. 
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  Chapter 1

 

Introduction  

1.1 Introduction  

 Weather forecasting requires a combination of science and technology 

application in order to predict the condition of the atmosphere in advance at a 

given location at a given time. Environmental parameters such as temperature, 

humidity, atmospheric pressure, dew point, solar radiation, cloud, wind 

direction and wind speed could potentially be used to provide weather 

forecasts that are more accurate.  Weather forecasting is important for planning 

human daily activities. T he effect of weather humans is very significant,  

affecting human comfort and planning  of their  activities. The structural design 

of houses, location of industries, airport and harbour activitie s are 

predominantly influence d by weather and climatic  conditions. Farmers need 

weather information to help them plan crop planting , harvesting and irrigation. 

In the aviation industry, weather information is not only important for flight 

scheduling but is critical for safety. Weather forecasting is key to the prediction 

and prevention of catastrophic flood s, drought s and hurricanes. One of the 

crucial weather parameter to forecast is rain prediction. Rainfall is important for 
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agricultural production , especially for vegetables and grains. Rain is a major 

component of the water cycle and source of fresh water. It is well known that 

atmospheric parameters such as humidity, temperature, pressure, wind speed 

and dew point  influence precipitation factors [1]. In general, weather 

forecasting can be divided into two methods ; empirical and  dynamical 

approach [2]. The empirical approach is based on climatological data and is 

known as analogue forecasting [4]. Dynamical approach is based on forward 

simulations of the atmosphere and is often referred to as computer modelling 

[3]. This thesis investigates the use of soft computing approach based on 

artificial neural network in short term localised weather forecasting in tropical 

climates.  This research is multidisciplinary and involves  both computer science 

and meteorological study.  

 This chapter provides the background and motivation behind this 

research, introduces its objectives and expected outcomes. Later, an outline of 

the thesis structure is presented.  

1.2 Background and Motivation  

Meteorological  processes are highly  non-linear and complicated to 

predict at high spatial  resolutions. Weather forecasting provides critical 

informat ion about future weather that is important for disaster prediction  

system and disaster management. This information is also important to 

businesses, industry, agricultural sector [5], government and local authorities  

for a wide range of reasons. Soft Computing (SC) techniques such as Art ificial 

Neural Network (ANN) can be used to predict the behaviour of such non-linear 

condition s [6]. Since weather processes are non-linear and follow a n irregular 

trend, an ANN  is envisaged to be a better technique for analysing and 

identifying the structural relationship between the meteorological parameters  
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[7]. Large data from satellite network s, radars and weather stations are 

processed continuously on a daily basis. This data is transform ed into useful 

information that is used to forecast the weather in the next hours or days. 

Weather forecasting systems use complex computer algorithm s that demand 

high performance computer s and require high resolution spatial data [8]. In 

tropical climate s, rain is localised and more difficult to predict compared to 

temperate climates. Weather forecasting techniques and measurement systems 

over wide area using satellites are therefore ineffective in tropical regions. The 

average rain footprint in Malaysia is about 1.5 km radius  [9], radar system 

coverage is about 20 to 40 km radius. Instead of heavy rain in smaller area, 

radar weather systems predict drizzle or light rain. The actual rain condition is 

not forecast correctly due to spatial resolution . Therefore, a localised rain 

prediction system is needed. 

1.3 Research Aims and Objectives  

The goal of the research is the development of ANN models based on 

advanced computing technique  for the purpose of forecasting rain events 

(known as state prediction in this study) and quantitative rain prediction 

(rainfall rate or rain intensity) for localised area in the tropics . This study also 

evaluates the use of ANN in environmental parameter forecasting such as 

temperature, atmospheric pressure, dew point, humidity and wind speed.  In 

order to achieve the research aims the research objectives were defined as 

follows : 

¶ Obtain and study weather data such as temperature, atmospheric 

pressure, dew point, humidity, wind speed, rain event occurrences, 

rainfall amount  and rainfall rate from North -West Malaysia.  

¶ Investigate ANN and Fuzzy Logic techniques for possible application 
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in a forecast model.  

¶ Develop an environmental parameter prediction model (temperature, 

atmospheric pressure, dew point, humidity and wind speed ) using 

ANN and Fuzzy Logic at hourly interval.  

¶ Develop a rainfall  forecast model for state prediction and rainfall rate 

prediction . 

¶ Evaluate and validate the developed model (s). 

1.4  Thesis Overview  

This section presents a brief outline of the structure of this thesis. There 

are altogether seven chapters, each of which is summarized as follows:  

Chapter 1 

This chapter present a brief introduction,  background and motivation  of the 

research. It also presents research aim and objectives and thesis overview  

Chapter 2 

This chapter primarily introduces data availability and discusses the study 

geography. It also describes the application of the Principal Component 

Analysis (PCA) with Alternating Lea st Squares (ALS) in data pre-processing 

technique. Rainfall and meteorological parameter analysis are presented. 

Chapter 3 

This chapter introduces the literature and related works in the relevant topic of 

the research. A description of neural network s in w eather and rainfall 

forecasting is reviewed. Modelling method, present studies in computational 

forecasting and ANN architecture.  PCA-ALS pre-processing technique is 

discussed and Soft Clustering method is also explored. These methods of pre-
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processing and clustering techniques have potential capabilities that can 

improve the mapping process between model inputs and expected output 

(forecast/prediction result). Finally, this chapter reviews the performance 

indices used to evaluate the performance of the forecasting model. 

Chapter 4 

This chapter describes the process of ANN forecasting to predict environmental 

parameter condition s for one, three and six hours ahead for localised areas. It 

describes the use of atmospheric pressure, temperature, dew point, humidity 

and wind speed data from a single weather station. The evaluation of the 

performance is determined by evaluating the magnitude of the error and the 

correlation coefficient value between observed and forecasted values.  

Chapter 5 

This chapter describes the application and evaluation of basic the ANN model 

in rainfall event and rain fall rate prediction without any pre-processing data or 

clustering. A straight forward ANN implementation is used .  

Chapter 6 

This chapter describes the application and evaluation of the ANN model in 

rainfall event and rainfall rate prediction by  using PCA-ALS pre-processing and 

Fuzzy C-Means (FCM) soft clustering methods.  

Chapter 7 

The final chapter is the summary of the thesis. The novelty of the research, 

research contributions and the future works  is presented. 
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  Chapter 2

 

Study Area and Meteorological Data  

2.1 Introduction  

This chapter describes the study area, meteorological data used, 

imputation  technique of missing data and finally, an analysis of the 

meteorological parameters. The main focus in this study is to determine the best 

computer based rainfall forecasting technique. Before the model can be 

developed, a detail initial study is essentia l in order to gain a better 

understanding of the meteorological parameters and their relationships. 

Meteorological data from three weather stations in North -West Malaysia have 

been used in this study. This chapter is organised as follows; the study area is 

described, followed by rainfall rate analysis, data management and imputation 

and, finally, the meteorological parameters are analysed. 

2.2 Study Area  

 The study focuses on meteorological data from Chuping, Alor Setar and 

MARDI Bukit Tangga weather stations. These stations are located in Perlis and 
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Kedah which have similar climatic characteristics and topology.  The area has a 

tropical climate with long hours of sunny day s, uniform temperature and high 

humidity. The average annual relative humidity is between 70 % to 90 % [10] 

and often exceed 80 % [11]. Malaysia has an annual average surface 

temperature of 26.7 °C [12] and for the study area, the annual average 

temperature is 27.5 °C. For the whole year, the average day period is from 7 

a.m. to 7 p.m. Hourly meteorological data  for pressure, dry bulb temperature, 

dew point, humidit y, wind speed, rainfall amount and rainfall rate have been 

used in this study. Malaysia is situated near the equator and has a typically 

tropical climate, wi th abundant rainfall, high temperatures and high humidity 

all year round. Many of its climate variable, such as temperature and humidity 

do not show large monthly variations.  However, many variables exhibit 

prominent daily variations from hour to hour, in dicating highly dynamic 

conditions of the local climate. Table 2.1 is a summary of the weather stations 

information, latitude and longitude, elevation  and weather station identification 

number. Figure 2.1 shows the study area and the distances between all of the 

stations. 

Table 2.1: General information for all weather stations.  

Station  Latitude  Longitude  Elevation  Station No.  

Alor Setar 6° 12' N 100° 24' E 39 m 48603 

Chuping  6° 29' N 100° 16' E 21.7 m 48604 

MARDI  Bukit Tangga 06° 28' N 100° 30' E 50 m 41625 
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Figure 2.1: Study area and weather stations (A=26km, B=35km, C=32km) 

2.3 Rainfall Analysis   

The distributions of the average rainfall rate for all weather stations are 

depicted in Figure 2.2 and the distribution for specific weather stations is 

available in Appendix  B-1, Appendix  B-2 and Appendix  B-3. The resolution of 

data is one hour and rainfall events recorded for all weather stations is 5121 

hours. Most of the rainfall events are primarily as a result of localised events. 

Categorisation of the rainfall in Malaysi a [13]  is shown in Table 2.2. The 

,ÈÓÈàÚÐÈÕɯ #Ì×ÈÙÛÔÌÕÛɯ ÖÍɯ (ÙÙÐÎÈÛÐÖÕɯ ÈÕËɯ #ÙÈÐÕÈÎÌɀÚɯ ÍÓÖÖËɯ ÔÈÕÈÎÌÔÌÕÛɯ

information shows that, whenever convective rainfall rate exceeds 60 mm 

within 2 to 4 hours duration it may  cause flash floods [13]. The flash flood can 

be defined as sudden and unexpected flooding caused by local heavy rainfall or 

rainfall in another area [13]. From this categorisation only 27 incidences fall 
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under the Very Heavy rainfall category that may cause flash flood. Descriptive 

statistics such as minimum, maximum, mean, median, variance and standard 

deviation were used to determine the initial characteristic s of the data before 

further statistical analyse were carried out. Table 2.3 tabulates the descriptive 

statistic preliminary analysis of rainfall rate for each weather station.  

 

Figure 2.2: Average monthly rainfall rate for all weather stations  

Table 2.2: Categorisation of rainfall  

 Rainfall rate at any given time  Number of rain incidences  

Light  1 mmh-1 to 10 mmh-1 3887  

Moderate 11 mmh-1 to 30 mmh-1 955  

Heavy 31 mmh-1 to 60 mmh-1 252  

Very Heavy  Greater than 60 mmh-1 27  

 

According to the Malaysia Meteorological Department, three type s of 

monsoon seasons occur in West Malaysia; Northeast Monsoon typically from 

November to March, Southeast Monsoon between May and  September and 

Inter -Monsoon from April to October  [11]. Coastal areas are highly affected by 

monsoon rains compared to central locations.  

Figure 2.3 shows the cumulative probability distribution for rain events 

over three year. Most of the rainfall intensi ty recorded is less than 30 mmh-1, 
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which is 95 % of all rain events. The variability of the rain condition can be used 

to study the relationship between the meteorological parameters. Before further 

analysis is performed, estimating the reliability of the data is necessary. In the 

following section, data pre -processing methodology is described. 

Table 2.3: Rainfall rate preliminary analysis for all stations  

  
MIN  MAX  MEAN   MED  2 

Weather Stations  

 

1mmh-  
1mmh-  

1mmh-  
   

ALL Stations  
Month  1.520 8.471 5.087 1.570 5.050 2.464 

Hour  0.044 95.280 5.021 8.985 1.500 80.736 

Chuping  
Month  0.105 4.856 2.844 1.147 2.710 1.317 

Hour  0.090 95.280 2.937 7.200 0.540 51.836 

Alor Setar  
Month  0.122 8.289 4.381 1.852 4.486 3.431 

Hour  0.200 70.320 4.484 8.249 1.400 68.040 

MARDI Bukit Tangga  
Month  0.122 18.423 7.817 3.650 7.782 13.324 

Hour  0.044 72.300 7.458 10.916 2.586 119.161 

 
       1 MIN=minimum,  MAX =maximum, MEAN=average,  =Standard deviation, MED=median,  2=variance 

 

Figure 2.3: Cumulative distribution of rainfall rate for three years 

2.4 Data Pre-processing 

A common problem in meteor ological study is missing data due to 

insufficient sampling, faulty data acquisition or instrument measurement error. 

Data pre-processing methods have been used in this study to eliminate faulty 
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data, reduce noise and data discrepancies. Due to high dimens ionality of the 

parameters, Principal Component Analysis (PCA) algorithm was used to 

interpolate some missing data [14]. Hourly meteorological da ta used in this 

study was provided by the  Malaysian Meteorological Department. One of the 

aims of this study was to investigate the weather forecast for each weather 

station independently and localised. Table 2.4 summarises the parameters that 

are available: 

Table 2.4: Parameters available and its unit measurement from weather station. 

Parameter Unit  

Atmospheric Pressure HPa 

Dry bulb temperature  
oC 

Dew point  
oC 

Humidity  % 

Wind speed ms-1 

Rainfall amount  mm 

Rainfall duration  minute 

Rainfall rate mmh-1 

   

The rain-gauges used were self-emptying gauges or tipping buckets . The 

gauge rotates and empties when 0.1 mm of rain has fallen. The system will 

count the number of times the meter has emptied every minute and sends the 

appropriate rainfall value to the base station which is accumulated into hourly 

rainfall  data. When the rainfall is less than 0.1 mm the system will record no 

rain event. All of the weather stations used anemometers to measure wind 

speed and wind direction [15]. Instruments used to measure and send the data 

to the storage system is available at Appendix D.  The percentage of the missing 

value for each weather station is presented in Table 2.5. Details parameters 

availability is tabulated in Appendix C.  
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Table 2.5: Missing data for all weather stations  

Parameter 

% 

Missing 

data 

No. of 

missing 

data 

Total 

number 

of data 

Atmospheric Pressure 2.6 2069 78912 

Dry bulb temperature  1.3 993 78912 

Dew point  1.2 976 78912 

Humidity  2.9 2295 78912 

Wind speed 9.1 7187 78912 

Total  17.1 13520 394560 

    

2.4.1 Missing data imputation using Principal Component Analysis   

Interpolating to handle missing data is referred to as imputation [16]. In 

one dimensional data, basic statistical analysis such as minimum, maximum, 

median, standard deviation and variance are important statistical parameters to 

interpret data trend and changes [17]. This study makes use of multi-

dimensional data to build the foreca sting model. However, before it can be 

implemented, denoising data and missing data management is essential. In this 

study, a non-linear PCA-ALS algorithm has been used to handle missing data 

for all weather stations. PCA is a well-established technique in reducing data 

dimensionality  [18]. Data compression, image processing, visualisation, 

exploratory data analysis, pattern recognition and time series p rediction  are 

among the applications that engaging PCA technique. The entire process flow 

diagram in missing data handling is presented in Figure 2.4. 
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Figure 2.4: Missing data handling flowchart.  

The relationship between weather parameters can be generalized using 

covariance. However, the covariance analysis typically works for two 

dimensional data. Since the available data consists of six parameters, the 

covariance matrix is a good alternative to determine the relationship between 

all parameters [19]. The covariance matrix of five weather parameters 

(excluding rain data) was calculated in determination of mis sing data.  The 

covariance can be simplified in the following form:   

 ( , cov( , ))n n ij ji i jC C C Dim Dim³ = =   (2.1) 

where  n nC ³   is matrix with n  rows and n   column, xDim  is the thx  matrix 

START

Raw Data

Replace faulty data such as

-1, -1.1, -1.0 to NaN

Evaluation Imputation fitness

Implement Imputation using

PCA-ALS

Optimum

END

Complete Dataset 

YES

NO

Subspace comparison 
Kernel Density Estimation 

(KDE)
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dimensional size. The following matrix is the covariance matrix data 

representation in this study:  

 

cov( , ) cov( , ) cov( , ) cov( , ) cov( , )

cov( , ) cov( , ) cov( , ) cov( , ) cov( , )

cov( , ) cov( , ) cov( , ) cov( , ) cov( , )

cov( , ) cov( , ) cov( , ) cov( , ) cov( , )

cov( , ) cov( , ) cov(

n n

P P P T P DP P H P WS

T P T T T DP T H T WS

C DP P DP T DP DP DP H DP WS

H P H T H DP H H H WS

WS P WS T

³ =

, ) cov( , ) cov( , )WS DP WS H WS WS

å õ
æ ö
æ ö
æ ö
æ ö
æ ö
æ ö
ç ÷

  (2.2) 

where P is pressure, T is temperature, DP is dew point, H is h umidity , and WS 

is wind speed. Equation (2.2) shows that the matrix is symmetrical at the main 

diagonal and indicates that the covariance is one of the dimension of itself [20]. 

The covariance matrix together with its eigenvalues and eigenvectors will be 

used in implementing  the non-linear PCA-ALS technique. In statistics, PCA is 

utilized to extract core relationships in high dimensionality data.  Basically, 

PCA is a technique used to identify patterns in data by expressing the similarity 

and differences of the data [20]. Principal components can be defined by 

calculating the eigenvectors of the correlated data matrix. These vectors provide 

the directions in which the group of data is stretched most. The projections of 

the data on the eigenvectors are the principal components. The corresponding 

eigenvalues from eigenvectors provide an indication of the amount of 

information to the respective principal components. Principal components 

corresponding to large eigenvalues represent considerable information in the 

dataset and consequently tell the relations between the data points. PCA 

assumes that all data were measured in ratio and interval scale. In 

implementing PCA -ALS, the raw data must be quantified using optimal 

scaling. The ALS algorithm estimates the least squares values by updating 

alternately between a set of data in matrix. The regularization stop s when it 

converge [21]. Step by step implementation of the missing data handling using 

non-linear PCA-ALS can be summarized in the following steps:  
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Step 1. Load data: five parameters from observed meteorological data into matrix  

NM . 

Step 2. Find missing value and replace -1, -1.1, -1.0 or N/A to NaN and store data 

into M matrix  

Step 3. Determine principal component for each parameter:  

Step 4. Calculate the covariance matrix of the whole dataset.  

Step 5. Calculate eigenvectors and corresponding eigenvalues. 

Step 6. Calculate matrix of vectors to determine principal component.  

Step 7. Perform principal component coeffi cient for matri ces NM  and M  using 

PCA. 

Step 8. Calculate mean for each weighted parameters in M  matrix  using PCA-ALS. 

Step 9. Construct new dataset with estimates value. 

Step 10. Evaluate estimated data: 

Step 10.1. Comparing coefficient of M  and NM matrices angle subspace; if  the 

angle is small, the two spaces are nearly linear dependent. 

Step 10.2. Comparing probability distribution between matrices M  and NM.  

 

where M  is matrix with missing data and NM  is matrix for non -missing data 

2.4.2 Results and Discussions  

PCA-ALS has been implemented on the data from all weather stations. 

This is very important as preparation for providing the input data to a model 

that will be developed later [22]. The amount of missing data in the MARDI 

Bukit Tangga station was considerably high compared to other stations. Table 

2.5 shows that the largest number of missing data is wind speed, t he PCA-ALS 

imputation technique start ed with that data. After the observed data is store 

into NM  matrix, the next step is to replace default and missing data to NaN. 

NaN is one of the data types available in Matlab, NaN  returns the 

IEEE® arithmetic representation for Not -a-Number (NaN ) [23]. The method of 

imputation in this study will make use of existing PCA pre -defined subroutine 

available in Matlab [23]. Table 2.6 shows the covariance of NM  ( covNM ) and M  (

covM ) matrices derived from the covariance matrix in Equation (2.2). There are 

positive and negative covariance coefficients in both matrices; these imply 

positive and negative relationship between parameters.  
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Table 2.6: Covariance matrices for missing data and non-missing data 

Covariance matrix 

for non -missing 

data 

 
0.6661 0.0252 0.7167

0.0296 0.0169 0.7348 0.0632 0.6744

0.3572 0.9113 0.1164 0.018

0.9328 0.3574 0.

7 0.1671

0.0032

0415 0.0136 0.0145

0.0368 0.2016

c

0.0

ov

281 0.0325 0.9974 0.0576

NM

-

-

-

- - - -å õ
æ ö
- -
æ ö
æ ö=
æ ö
æ ö
æ ö
ç ÷-

 

Covariance matrix 

for missing data  

 0.9314 0.3612 0.0415 0.0114 0.0128

0.0374 0.2013 0.6649 0.1046 0.7107

0.0296 0.0167 0.7349 0.0321 0.6765

0.3599 0.9092 0.1194 0.0309 0.1693

0.0268 0.0459 0.0430 0.9935 0.091

c

6

ovM

å õ
æ ö
æ ö
æ ö=
æ

- - -

- - -

-

-æ ÷-

ö
æ ö

ö
ç

 

  

Once the covariance coefficients were determined, the next step was to 

calculate the estimated mean of weighted parameters. The average of weighted 

parameters will be utilis ed in constructing a new dataset with estimated filling 

value for missing data. Table 2.7 represents the mean weighted value for NM  

and M  matrices. Mean weighted parameter values for both matrices are equal 

except for wind speed.  

Table 2.7: Mean weighted parameters for NM  and M  matrices 

 

Meteorological Parameters  

Matrix  Pressure Temperature  Dew point  Humidity  Wind speed  

NM  1003.63 26.48 22.96 82.10 0.66 

M  1003.63 26.48 22.96 82.10 0.96 

   

The next step is to construct a dataset with new filling values using the 

following equation:  

 ( *cov )M M MND score m= +   (2.3) 

where ND  is a new dataset matrix, Mscore  is the representation of  matrix M  in 
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the principal component space, Mcov is the covariance coefficient of matrix M  

and Mµ  is the mean weighted value for all parameters in matrix M .  

The PCA-ALS algorithm estimates the missing values. The 

appropriateness of the substituted values can be determined by comparing the 

angle between the two spaces spanned by the coefficient vectors. The missing 

data is close and nearly linearly dependent  if  the angle yield is  small [24]. The 

results produce by the function for the angle of the coefficient vectors is 5.778e-

16. Figure 2.5 shows the reliability of the imputed data compa red to the raw 

ËÈÛÈȭɯ3ÏÌɯÓÐÕÌÈÙɯÙÌÓÈÛÐÖÕÚÏÐ×ɯÉÌÛÞÌÌÕɯÛÏÌɯËÈÛÈÚÌÛɀÚɯ×ÙÐÕÊÐ×ÈÓɯÊÖÔ×ÖÕÌÕÛɯÊÈÕɯÉÌɯ

visualized in Figure 2.5(a) and Figure 2.5 (b). From the figures, it is evident that 

differences between raw data and imputed data are very small.  

 

(a) 
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(b) 

Figure 2.5: PCA Analysis comparison between Raw Data (a) and Imputed Data (b). 

Another approach to verify the validity of the estimated data is by using 

Gaussian Kernel Density Estimation (KDE). KDE is a non-parametric method 

used to estimate the probability density function (PDF) of random variables 

[25]. Comparison between KDE for the wind speed parameter is presented in 

Figure 2.6. The PDF between the raw data and imputed data for wind speed 

datasets is identically distributed and it can be concluded that the imputation 

method using PCA -ALS is an acceptable technique. For other meteorological 

parameters, the differences between the measured and the data with missing 

data estimates using KDE plot are shown in Figure 2.7. This shows the 

reliability of the PCA -ALS algorithm in imputation.  
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Figure 2.6: Kernel Density Estimation for Wind Speed dataset with raw d ata and imputed data  

 

(a) 

 

(b) 
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(c) 

 

(d) 

Figure 2.7: KDE for : (a) Pressure, (b) Temperature, (c) Dew point and (d) Humidity  

2.5 Meteorological Parameter Analysis  

In the previous section, imputation has been applied to estimate missing 

data. The dataset created is used to further analyse weather parameters. Three 

years of data from 01/01/2012 to 31/12/2014 has been used to develop a forecast 

model. The resolution of the data is one hour. In general, annual reports 

presented by the Malaysia Meteorological Department  covers all areas accross 

Malaysia [26]. Because weather fronts are dynamic and change over short 

periods of time  and space [27], the report  does not often reflect the actual 
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localised weather conditions. There is no specific statistical report available for 

the study area. In this section, an overview of meteorological parameters 

analyses is divided into two sub -section; preliminary analysis and parameters 

analyses. In the preliminary analysis, basic statistical analysis is conducted by 

calculating the simple descriptive statistics from three years of data. 

Meanwhile, parameters analyses are ÜÚÌËɯÛÖɯ×ÙÌÚÌÕÛɯÛÏÌɯ×ÈÙÈÔÌÛÌÙÚɀɯÝÈÙÐÈÛÐÖÕÚɯ

during rain or non -raining conditions. Temperature, dew point and humidity 

have a homogenous relationship with the amount of moisture in the air and 

rain condition [28]. For pressure and wind speed, separate representations of 

their patterns and relationships with rain condition will be presented. All of 

these analyses are crucial and a major contribution to the forecasting model 

development using ANN. ANN can forecast output by mapping input and 

output parameters using appropriate algorithms [29]. Therefore, the parameter 

analysis is considered as an important initial step in the development of a 

forecasting model.  

2.5.1 Descriptive statistical of meteorological par ameter 

(ÕɯÖÙËÌÙɯÛÖɯÎÈÐÕɯÈɯÉÌÛÛÌÙɯÜÕËÌÙÚÛÈÕËÐÕÎɯÖÍɯÛÏÌɯ×ÈÙÈÔÌÛÌÙÚɀɯÉÌÏÈÝÐÖÜÙȮɯ

initial basic analyses were carried out. Table 2.8, Table 2.9 and Table 2.10 show 

the descriptive statistics of the parameters for any rain condition, rain and no 

rain.  

Table 2.8: Parameter analysis for all stations in any rain condition  

Parameter Max Mean Min   2 Median  

Pressure 1017.0 1009.6 1001.2 2.0 4.0 1009.6 

Temperature 38.1 27.5 16.1 3.2 10.2 26.4 

Dew point  29.4 24.5 15.3 1.5 2.2 24.5 

Humidity  100 83.7 29.0 12.2 148.3 88.0 

Wind speed  10.7 1.1 0.0 0.9 0.7 1.1 

Rainfall rate  64.8 0.3 0.0 2.3 5.2 0.0 

 =Standard Deviation , 2=variance 
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Table 2.9: Parameter analysis for all stations in rain condition  

Parameter Max Mean Min   2 Median  

Pressure 1014.5 1008.8 1000.8 2.3 5.3 1008.9 

Temperature 33.3 25.3 21.8 1.7 2.8 25.0 

Dew point  28.3 24.0 20.3 1.1 1.2 23.9 

Humidity  100.0 92.0 60.0 5.2 26.6 93.0 

Wind speed  10.7 1.2 0.0 1.2 1.4 1.0 

Rainfall rate  72.3 5.3 0.1 9.1 83.0 1.7 

 =Standard Deviation , 2=variance  

Table 2.10: Parameter analysis for all stations in no rain condition  

Parameter Max Mean Min   2 Median  

Pressure 1017.0 1008.8 1000.0 2.3 5.3 1008.9 

Temperature 38.1 27.4 15.4 3.2 10.0 26.6 

Dew point  29.4 24.0 12.1 1.7 3.0 24.1 

Humidity  100.0 82.2 24.0 12.9 166.1 86.0 

Wind speed  9.0 1.2 0.0 1.1 1.1 1.0 

Rainfall rate  0.0 N/A  0.0 0.0 0.0 0.0 

 =Standard Deviation , 2=variance, N/A=Not available   

The climate in the study area for three years presented an average of 27.5 

°C and an average humidity of 83.7 %. The maximum temperature can reach 

40.0 °C and the minimum temperature recorded is 16.1 °C. The average 

pressure, dew point and wind speed do not show any behavioural differences 

between rain and not rain  condition. On th e contrary, temperature and 

humidity show slight differences in their average values. In general, it has been 

shown that temperature and humidity are the parameters that have the 

capabilities to determine the rain condition at given times  [30].  

2.5.2 Meteorological patterns a nd parameters distribution  

Further analysis of meteorological parameters is to investigate the 

attributes of all parameters in all environmental conditions. Because the main 

focus in this study is to develop rain forecasting model, all plotted parameter 

patterns are presented together with the rain condition at hourly interval.  In 

this section, two approaches will be used to determine the meteorological 

patterns and probability distribution. The patterns of variations are presented 
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in Figure 2.8, Figure 2.9 and Figure 2.10, while the cumulative probability 

distribution for each parameter is depicted in  

Figure 2.11.  

 

(a) 

 

(b) 

Figure 2.8: Rainfall rate, temperature, dew point and humidity in (a) 1000 and  (b)120 step. 

On a typical day there are variation s in the temperature and humidity.  

As expected, the relative humidity rises at night (as the temperature falls 

toward the dew point) and the maximum temperatures are typically  recorded 
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in the afternoon. Figure 2.8 (a) and (b) show that dew point is over 23 °C which  

is typical in  the tropics. In Figure 2.8 (b), it can be seen that when it is rain ing or 

slightly before it starts to rain, humidity rises  but the temperature  drops. This 

occurs when cold air mixes with warm air, the air temperature will drop.  

In pressure observation, low and high pressure areas are associated with 

vertical movement of the air  from a high  pressure area to a low pressure area. 

Rising air cools, thus reducing its ability to retain moisture which condenses as 

rain. Figure 2.9 shows the measured pressure. When plotted alongside rainfall, 

it indicates a drop in pressure just before the rainfall but sometime the opposite 

occurs. These ambiguities are infrequent  and therefore a generalised 

relationship between pressure and rainfall can be deduced.  

 

 

(a) 
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(b) 

Figure 2.9: Pressure and rainfall rate observation in 1000 and 120 hours.  

 Figure 2.10 shows the plot of the wind speed and rainfall rate 

observation within the same time interval. The average wind speed tends to be 

high when it is raining. It can be concluded, in gener al, that wind condition 

affects rainfall [31]. In this study, it can be argued that the measurement of the 

rainfall rate is acceptable and no significant errors were introduced due to 

strong winds because the average of the wind speed is 1.1 ms-1 (Table 2.8). 

 

(a) 
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(b) 

Figure 2.10: Wind speed and rainfall rate observation in 1000 and 120 hours. 

 In the following parameters analysis, distributions of weather 

parameters are used to determine the characteristic. Cumulative Distribution 

Function (CDF) curves are used to determine the significant parameters during 

raining or not raining events . The CDF of each parameter is compared between 

rain and no rain events.  

Figure 2.11 (a),(b),(c),(d) and (e) show the curves of all parameters. In raining  

event, humidity varied  from 65 % to 100 %. Thus the following characteristic is 

implied; if the humidity is less than 65 % it is most probably that it is not 

raining . For temperature greater than 33 °C and dew point is greater than 28 °C, 

it is not raining. Unfortunately, for atmospheric pressure and wind speed there 

is no clear distinction between rain and not raining ev ent.  
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Figure 2.11: Parameters cumulative probability distribution during rain and not raining 

condition, (a) pressure, (b) temperature, (c) dew point, (d) humidity and (e) wind speed  


















































































































































































































