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Abstract

What makes a planet habitable? This is quite a complex question to approach, and

one that does not have anything that resembles a simple answer. Is it the proximity

of a planet to its host star? How massive a planet is, where habitability is limited by

surface gravity? Perhaps it comes down to a combination of all these factors and more.

An obvious place to start answering this question is to look for what is familiar. The

streetlight effect or the drunkard’s search principle refers to this idea, specifically the

observational bias of looking where it is familiar or easiest to look. Venturing no further

than the Earth gives us a benchmark on which to base habitability, and perhaps the

most striking feature when looking at the Earth is the vast abundance of water. As there

is yet any evidence to the contrary, water is an essential requirement for the presence

of life. Although rocky exoplanets have been discovered in high abundance already,

some even with water spectral lines, the challenge remains to discover when the earliest

time and in what conditions the first of these worlds formed. The epoch of first metal

enrichment presents an obvious place to start looking. Population III supernovae out

of the first generation of massive stars were the first great nucleosynthetic engines in

the Universe, forging the first metals within their cores that exploded and disseminated

their contents throughout the interstellar medium. The introduction of metals into the

Universe had huge implications for the continued chemo-thermal evolution of a system.

In this thesis, we will employ a variety of methods to approach this question. We

start by simulating the collapse of primordial minihaloes in the mass regime of 105 M�
of dark matter at redshift 20, firstly using the built-in Enzo hydrodynamical simulation

code chemical solver, and then extending this to the well-known astrochemical solver

KROME. Initially, we limit the chemical species to the 12-species primordial model, before

using KROME to extend this to carbon, oxygen, and silicon-bearing species.

We also present 3 hydrodynamical cosmological simulations using the Grackle chem-

istry solver within Enzo where we test various configurations of Population III progenitor

masses (13 M� and 200 M�) and host halo masses (105 M�, 106 M�, and 107 M�).

We find that the mass of the host halo plays a significant role in the ability of metal

ejecta to collect and collapse in significant quantities to trigger water formation. The

metals released by the explosion are expelled from the core as the HII region breaks out
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within the Pop III star’s main sequence lifetime due to the low mass of the minihalo.

Additionally, these metals are unable to mix into the nearby dense clump that falls into

the central region shortly after the explosion. Moreover, in the remnant of a 13 M�

CCSN (Core-Collapse Supernova), we see the collapse of a dense, wet, and dusty cloud.

This metal-enriched cloud (Z = 1 � 10�4 Z�) reaches densities of nH > 108 cm�3 and

a peak water abundance of yH2O = 3:05 � 10�8, suggesting the possibility of the for-

mation of a protoplanetary disc and a second generation protostar at this location. If

these circumstances can result in the formation of a wet, rocky planet, further research

using specialised planetary formation codes will help confirm this.

We conclude with a simulation that attempts to probe the largest Population III

progenitor masses and supernovae energies with a 200 M� PISN (Pair-Instability Su-

pernova) in a 107 M� halo. At the time of simulation conclusion, we are unable to make

any claims about water formation, however, we can speculate that the vast quantity of

metals ejected may provide the best opportunity for water formation and the collapse

of a system with a significant water abundance.
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Chapter 1

Epoch of First Metal Enrichment

This chapter focuses on the fundamentals relevant to primordial water formation: the

collapse of cosmological minihalos at high redshift and the formation of the �rst (Pop

III) stars and their HII regions. We then discuss Pop III supernovæ and how they

chemically enriched the primeval intergalactic medium (IGM). Finally, we review the

rise of primitive galaxies before concluding with the general theory of water formation.

1.1 The Primordial Universe

In the current � CDM picture, 80% of the matter content of the Universe is in the

form of dark matter (DM), whose composition remains unknown, and 20% is normal

baryonic matter (H, He, D, and trace amounts of Li, B and Be left over from Big-Bang

Nucleosynthesis (BBN) (Coc & Vangioni, 2017). Quantum �elds imprinted Gaussian

density �uctuations on DM and primordial gas that later gave rise to cosmic structures

today, such as galaxies and clusters of galaxies. During the radiation dominated era of

the Universe, at z � 1400or 370,000 yr after the Big Bang (Zel'dovich et al., 1969), the

epoch of recombination occurred when the Universe had expanded and cooled to the

point that free electrons could combine with nuclei to form neutral atoms. Before this

time, the gas was opaque to electromagnetic radiation because photon mean-free paths

were exceedingly small because of frequent encounters with electrons via Thompson

scattering. An additional process known as decoupling occurs as a consequence of

recombination, whereby photons are emitted when hydrogen transitions from a high to

low energy state. These photons could then freely travel through the now optically-

thin Universe. As the Universe continued to expand and cool, the wavelength of these

photons became stretched into what we know today as the cosmic microwave background

(CMB) (Hinshaw et al., 2009). Emitted at a time when the temperature of the Universe

wasT = 3000 K, the CMB now has a black body spectrum with temperatureT = 2 :726

K and will continue to cool as the Universe expands further. The CMB glow is almost

1



1.2. The Cosmic Dark Ages, Primordial Halo Collapse and Formation of
the First Stars 2

perfectly uniform in all directions, but more precise measurements by the Wilkinson

Microwave Anisotropy Probe (WMAP) and Planck (Planck Collaboration et al., 2014)

have revealed anisotropies due to the primordial density �uctuations that gave rise to

cosmic structure.

1.2 The Cosmic Dark Ages, Primordial Halo Collapse and

Formation of the First Stars

From recombination at z = 1400 down to z = 25 � 20, or about 100 Myr, the Universe

was dark because there were no luminous sources, so this era was known as the cosmic

Dark Ages (Miralda-Escude, 2003). Unlike baryonic matter, DM only interacts gravi-

tationally, so over this time gravity caused DM and primordial gas to collapse into a

cosmic web of �laments and halos or spheroidal self-gravitating clumps. Unlike normal

matter, DM is collisionless and only interacts with gravity. Gravitational attraction

and dynamical friction cause DM to collapse into a cosmic web of �laments and halos,

and baryonic matter follows the DM into these structures. The baryonic matter later

collapses to higher densities because of various cooling processes such as collisional exci-

tations and ionisations of hydrogen and helium. As gravity from DM causes baryons to

pool in cosmological halos, the temperature of the baryons rises as the kinetic energy of

infalling gas is converted into random chaotic motion, which macroscopically manifests

as heat. The gas collapses to higher and higher densities until its temperatures create

enough thermal pressure to halt the collapse. As more gas falls in, the core temperature

continues to rise until thermal pressures halt the collapse, at which point the gas is said

to be in virial equilibrium, where the virial theorem is

< E > = �
1
2

< U >; (1.1)

where < E > is the average internal energy of the gas and< U > is the average

potential energy of the gas. The virial radius of a halo of mass M collapsing at a given

redshift z is given by

rvir = 0 :784
�

M
108h� 1M �

� 1=3 �

 m


 m(z)

� c

18� 2

� � 1=3 �
1 + z

10

� � 1

; (1.2)

where 
 m (z) is a dimensionless cosmological density parameter at a given redshiftz,

and � c = 18� 2 +82d� 39d2, whered = 
 m(z) � 1 (Bryan & Norman, 1998). This works

under the assumption that the system is a spherical top-hat model that collapses under

Newtonian motion with a cosmological correction via

d2r
dt2 = H 2

0 
 � r �
GM
r 2 (1.3)
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Where we de�ne the present day Hubble constant,H0, as 100h km s� 1 Mpc� 1. Fur-

thermore, the corresponding circular velocity,Vc, may be de�ned as

Vc =
�

GM
r vir

� 1=2

= 23:4
�

M
108h� 1M �

� 1=3 �

 m


 z
m

� c

18� 2

� 1=6 �
1 + z

10

� 1=2

km s� 1 (1.4)

The virial temperature of the gas is de�ned in the terms of its mass and redshift as

Tvir =
�m pV 2

c

2kB
= 1 :98� 104

� �
0:6

� �
M

108h� 1M �

� 2=3 �

 m


 m(z)

� c

18� 2

� �
1 + z

10

�
K; (1.5)

where � is the mean molecular weight,mp is the mass of a proton, andkB is the

Boltzmann constant. In � CDM, 
 m(z) � 1 at z > 6, therefore the square bracket term

on the RHS of 1.5 reduces to
 1=3
m .

Furthermore, the halo's mean density within the virial radius can be expressed as

� (< r vir ) = � c� c(t) = � c
3H 2(t)
8�G

; (1.6)

where � (< r vir ) is the halos mean density within the virial radius, � c is an overdensity

constant and � c is the critical density at a given redshift. The convention typically

involves the usage of� c = 200, leading to r200 for the virial radius and M 200 for the virial

mass. In other words, M200 is the mass within a spherical structure that has a mean

overdensity of 200. Inside the virial radius, the virial theorem applies. Gravitational

instability theory suggests that � vir � 200� b, the density of the background is denoted

by � b � 2:5 � 10� 30 g cm� 3 (Rees, 2000). Numerical simulations indicate that the �rst

star forming halos had virial radii of r vir � 100 pc at redshift 20 (see Tegmark et al.

(1997)).

Gas in virial equilibrium stays in virial equilibrium unless it can emit photons and

cool. Hydrogen and helium gas can only cool by collisional excitations and ionisations,

that do not occur below 104 K. The minihalo would not be able to overcome the thermal

pressure without the ability to shed excess thermal energy, and therefore remain in a

state of dynamic equilibrium. If molecular hydrogen is present, it can begin to e�ectively

cool gas from100 K For a protostellar core to develop, the outward pressure must be

overcome, i.e. an e�ective cooling process must begin to take e�ect for higher densities

to be achieved and collapse further. In the primordial Universe, the only species that

can cool gas are H, He, and H2. However at z � 20, CMB temperatures are too low

to activate cooling channels in hydrogen and helium. Primordial halos had to grow

to masses105 � 106 M � for H2 cooling to become important, as only at these halo

masses is the core density high enough at the point of virialisation for su�cient mass

fractions of H2 to be formed and move the halo out of virial equilibrium, and collapse
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proceeds quasi-statically, in contrast to present-day star formation which is able to

collapse supersonically via extremely e�cient metal-line cooling. H2 is only able to

cool via forbidden quadrupole transitions as it is a perfect dipole molecule. Only when

primordial halos reach this mass range by accretion from cosmic �laments and mergers

with other halos, can they begin to cool via the formation of H2. In the Universe today,

most H2 forms on dust grains, but since no metals had yet been produced by supernovae,

H2 in the early Universe had to form in the gas phase via two dominant reactions. H2

formation in the primordial Universe would rely on gas-phase chemistry primarily via

the reactions

H + e� �! H� + ; (1.7)

H� + H �! H2 + e� : (1.8)

Formation is also possible via the following slower reactions:

H + H+ �! H+
2 + ; (1.9)

H+
2 + H �! H2 + H+ : (1.10)

These H2 formation pathways prevail at low densities (n < 108 cm� 3, above which

three-body reactions take over (Glover, 2003). Speci�cally, equation (1.8) dominates

where free electrons remaining from recombination act as catalysts (these electrons

can also come from accretion shock-induced collisional ionisations due to hierarchical

build-up). H 2 formation through radiative electron capture initially passes the rate

forming step, where a free electron enters a hydrogen atom potential well and binds in

an exothermic process to create a photon withE = 0 :747 eV. The negative hydrogen

ion collides and reacts with a neutral hydrogen atom to create a short-lived H�2 ionic

molecule in the 2 P
u state, and undergoes spontaneous dissociation into an electron

and H2 molecule with energyE = 3 :75 eV. These formation pathways compete with

photo-detachment reactions, where the intermediary species, H� or H+
2 , undergo pho-

todissociation. Additionally, H � and H+ may react to neutralise one another. H2 may

be removed via the energetic collisional dissociation with a hydrogen atom, or radiative

interaction. Collisional dissociation only becomes e�ective at densitiesn � 1018 cm� 3,

and is therefore insigni�cant during the earliest stages of collapse (Yoshida et al., 2008).

Conversely, the Solomon process is a two-stage reaction that occurs when H2 interacts

with a Lyman-Werner photon (11:2 � 13:6 eV). The photon is absorbed and the H2

molecule transitions from its ground state (X 1� +
g ) to an excited state (B 1� +

u ) and then

immediately radiatively decays (Stecher & Williams, 1967). The processes responsible

for H2 destruction or in competition with its formation may be summarised by the
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following reactions

H� +  ! H + e� ; (1.11)

H+
2 +  ! H + H+ ; (1.12)

H+ + H� ! H + H; (1.13)

H2 + H ! H + H + H; (1.14)

H2 +  (11:2 � 13:6eV) ! H + H� ; (1.15)

H + H� ! H + ; (1.16)

By far the most prevalent source of UV (Lyman-Werner) photons in the early universe

were Pop III and Pop II stars, and if such a dissociative radiation �eld (Lyman-Werner

background) exists at a su�cient intensity to remove H 2, further fragmentation is halted

unless additional cooling channels become available (Bromm & Loeb, 2003). Matter

continues to buildup onto the halo until the virial threshold for Lyman- � transitions

is exceeded. Because the density requirement for collisional dissociation is so high,

instead we will analyse the competition between mutual neutralisation and H� photo-

detachment with H2 formation. At low temperatures (T < 104 K), H 2 cannot be

destroyed in an e�cient manner. However, when the temperature exceeds104 K, the

reactions

H + e� ! H� + ; (1.17)

H� + H ! H2 + e� (1.18)

directly compete with

H+ + H� ! H + H: (1.19)

Equations 1.17, 1.18, and 1.19 each have rate coe�cientsk1, k2, and k3 respectively. The

formation rate of H2 �rst requires a knowledge of the abundance and recombination rate

of free electrons for equation 1.17. The residual ionisation fraction of the primordial

universe that is constituted of species leftover from recombination is� 2 � 10� 4 at

redshift z � 100, at which point collisional ionisation becomes insigni�cant (Schleicher

et al., 2008). As no star formation has yet occurred, there is no electron production

from UV ionisation and therefore the background recombination rate is only required.

Thus, the change in electron abundance w.r.t time is

dne

dt
= � krecnenH + = � krecn2

e; (1.20)

where ne and nH + are the electron and proton concentration respectively, andkrec is

the recombination reaction rate. We obtain

x =
x0

1 + krecntx 0
(1.21)
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via integration to yield x, the fractional free electron density, wherex0 is the initial frac-

tional ionisation. Assuming that all H 2 is formed via the dominant formation channel,

the H2 formation rate can be given by

dxH 2

dt
= k1xnH

�
k2nH

k2nH + k3nH +

�
; (1.22)

where the RHS fractional expression is the probability of H2 formation against H2

destruction from H+ . These equations group together the creation and destruction

terms into a single expression that yields the rate of change of a given species w.r.t

time, however, it is possible to separate these terms for expressions that give the rate

of increase and decrease for a given species. The above expression reduces to

dxH 2

dt
= k1xnH

�
1 + x

k3

k2

� � 1

; (1.23)

if the number of H+ and e� species is the same. Furthermore, if the environment is

assumed to be constituted of neutral hydrogen, i.e.n � nH and x0 � k2=k3, then the

fractional term on the RHS reduces further to unity

dxH 2

dt
=

k1x0n
1 + krecntx 0

; (1.24)

and can be integrated

xH 2 =
k1

krec
ln(1 + krecntx 0): (1.25)

An estimation of the rate coe�cients k1 and krec can be calculated using the power

law �ts from (Hutchins, 1976), namely k1 = 1 :83 � 10� 18 T0:8779 cm3s� 1 and krec =

1:88 � 10� 10 T � 0:644 cm3s� 1 and therefore a ratio of the two rate coe�cients is given

by
k1

krec
� 10� 8 T1:5219; (1.26)

where the production of H2 is strongly dependent on temperature. Furthermore, the

H2 fraction of a gas at a given temperatureT and redshift z may be compared with the

required H2 fraction to cool the gas within 20% the Hubble time as

1
( � 1)

ntot kT
�( T)nH 2

= 0 :2 tH ; (1.27)

under the assumption that H2 is the dominant cooling mechanism, and that = 5=3,

ntot = (1 + 4 xHen) when the H2 fraction and ionisation levels are low.

Expressing the densities as

ntot = (1 + 4 xHe)n (1.28)

and

nH 2 = xH 2 n; (1.29)
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in a matter dominated Universe, wherexHe is the primordial helium number abundance

xHe = 0 :083. In the high redshift limit, we can approximate (Glover, 2013)

tH =
1

H0

1
p


 m (1 + z)3
; (1.30)

where H0 is the Hubble constant at present time (z = 0 ). Therefore the H2 we require

is

xH 2 = 5 :2 � 10� 32 T
�( T)

�
1 + z

10

� 3=2

: (1.31)

� 0 is the cooling rate per unit volume for H2, and can be given to good approximation

by

� 0 = � H nH + � HenHe (1.32)

where �ts values for � H and � He as a function of temperature are from Glover &

Abel (2008a). The amount of H2 produced in a gas strongly increases as a function of

temperature, whilst the opposite is true for the cooling e�ciency of H2, which strongly

decreases as a function of temperature. It follows that there is a critical temperature,

and whereT > T crit cooling will occur in the gas within a fraction of the Hubble time,

and any gas whereT < T crit will not. A critical temperature can be approximated as

Tcrit � 1000 K (Tegmark et al., 1997), where the H2 fraction allows e�cient cooling

at rates � 10� 4 � 10� 3. Substituting Tcrit into 1.5 allows us to solve for the critical

minihalo mass

Mcrit ' 6 � 105h� 1
� �

1:2

� � 3=2

 � 1=2

m

�
1 + z

10

� � 3=2

M � (1.33)

If for some reason H2 formation is suppressed, cooling would be dominated by

Lyman-� transitions when a su�cient temperature has been reached. H2 is able to

e�ectively cool gas through rotational and vibrational transitions (ro-vibrational lines)

to approximately 200 K, and a density � 104 cm� 3. At this density the ro-vibrational

levels of H2 are fully populated at their equilibrium levels, an apparent hydrostatic equi-

librium is reached, and the cooling time becomes independent of density. The cooling

rate plateaus and the gas temperature begins to again increase and as a consequence the

cooling rate rises. Once su�ciently high densities are reached (n � 108 � 1010 cm� 3),

the aforementioned three-body reactions take over (Palla et al., 1983)

H + H + H 
 H2 + H; (1.34)

H + H + H2 
 H2 + H2: (1.35)

(Flower & Harris, 2007) As the density approaches1012 cm� 3, the gas cloud is optically

thick to line radiation and the temperature begins to rise at a moderate rate until the gas

temperature becomesT > 2500K and the dissociation of H2 begins. This dissociation
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removes energy from the surrounding gas and therefore reduces the rate of temperature

increase. Consequently, complete dissociation of H2 is delayed until densities approach

n � 1018 cm� 3 where the gas is now at a temperatureT < 5000 K. The end of this

process marks the formation of a protostellar core. The �rst form of nuclear burning

is deuterium when t � 106 K, which releases relatively little energy and is unable to

slow or reverse core contraction. As the pressure and temperature further increase

and the core temperature exceeds106 K, the proton-proton chain begins and again

releases relatively little energy and cannot halt core contraction. The proton-proton

chain proceeds as follows (Wallerstein et al., 1997).

41H ! 22H + 2e+ + 2 � e (1.36)

21H + 2 2H ! 23He+ 2  (1.37)

23He ! 4 He+ 2 1H: (1.38)

Overall,

41H ! 4 He+ 2e+ + 2 � e + 2 : (1.39)

If the core continues to contract and the temperature reachesT = 108 K, the triple �

processes are activated and form carbon, nitrogen, and oxygen, which in turn activates

the CNO cycle which has extreme sensitivity to temperature. The CNO cycle, whilst

constituted by numerous sub-cycles in general follows the series of reactions (Bethe,

1939)
12C + 1 H ! 13 N +  (1.40)

13N ! 13 C + e+ + � e (1.41)

13C + 1 H ! 14 N +  (1.42)

14N + 1 H ! 15 O +  (1.43)

15O ! 15 N + e+ + � e (1.44)

15N + 1 H ! 12 C + 4 He; (1.45)

in a catalytic reaction for the conversion of hydrogen into helium. The CNO cycle

produces enough energy to halt core collapse and the protostar enters the main sequence.

There is debate as to whether the CNO cycle played a large part, if at all, towards energy

generation within Pop III stars as their lack of metals at formation suggests complete

P-P chain dominance. Evidence exists however, that the CNO cycle within Pop III stars

(M > 20 M � ) becomes energetically important after the triple-� process has produced

carbon via helium burning (Ekström et al., 2008). Estimates as to when the �rst stars

formed vary, however, it is thought to have occurred at least 150 Myr after the Big

Bang (6 < z < 20). This �rst generation of star formation referred to as Population III
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stars (Pop III), formed from the collapse of metal-free, pristine primordial gas. Pop III

stars were responsible for reionising and reheating the now neutral Universe, ending the

cosmological dark ages and ushering in the epoch of reionisation. In addition, the �rst

heavy elements, or metals, in the Universe are only able to be synthesised by this �rst

generation of stars which makes the physical characteristics of Pop III star formation

markedly di�erent from proceeding generations of star formation, due to the restriction

to just the primordial elements. To gauge the characteristic mass scale of Pop III stars,

and by extension their initial mass function (IMF), �rst the fragmentation and collapse

of pristine, metal-free gas have to be analysed. Only when enough mass has collected

can runaway gravitational collapse begin to occur, known as the critical mass such as

to satisfy the criteria: M � M j , where Mj is the Jeans mass, or almost equivalently,

the Bonner-Ebert mass (Clarke & Bromm, 2003)

MBE ' 700M�

�
T

200K

� 3=2 � n
104cm� 3

� � 1=2
; (1.46)

whereT is the temperature andn is the density. This is the largest mass that an isother-

mal gas sphere embedded within a pressurised medium can achieve whilst remaining

in hydrostatic equilibrium. Any cloud of gas with a mass above this limit undergoes

gravitational collapse in the �rst step of protostar formation, otherwise, the cloud is

resistant to collapse and remains in equilibrium. A gas cloud of Jeans mass that acts

under its own self-gravity will collapse according to the free-fall time,t � . Assuming

spherical symmetry, a force acting upon a mass shell at radiusr enclosing a total mass

M
d2r
dt2 =

1
2

dv2

dr
= �

GM
R2 ; (1.47)

v(r )2 = � 2GM
Z R

r

1
r 02 dr0 (1.48)

and taking the negative solution of the integral leads to

dr
dt

= �

s

2GM
�

1
r

�
1
R

�
; (1.49)

where R is the radius of the mass shell takingt = 0 , v(r ) is the velocity as a function

of radius r , G is the gravitational constant, and M is the total mass. Integrating this

solution

t � = �
Z R

0

0

@

s
2GM

R

r
R
r

� 1

1

A

� 1

dr; (1.50)

and substituting r=R = �

= �

r
R3

2GM

Z 1

0

1
p

1=� � 1
d�; (1.51)
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r
3

8�G�

Z 0

1

r
�

1 � �
d�; (1.52)

=
�
2

r
3

8�G�
=

r
3�

32G�
; (1.53)

where � is the density of the uniform spherical gas cloud. From equation (1.46), it is

clear that in order to initiate gravitational collapse in a cloud, and subsequently star

formation, the temperature either needs to decrease via various cooling processes or

the density needs to increase from external photo-pressure or in a shock. Typical sites

for Pop III star formation are the spherical knots found at the intersection of �laments

in halos approximately 106 M � (Bromm, 2013), where baryonic gas falls into the DM

potential well and becomes virialised. Virialisation refers to the process where the

further collapse of gas is halted and a dynamic equilibrium is established.

The IMF of Pop III stars is not fully known, there are various interpretations of

simulation data that lead to di�erent conclusions. Early simulations for the collapse of

primordial gas halos (Gnedin & Ostriker, 1997) suggest that neutral, metal-free pristine

gas cools extremely ine�ciently, which in turn, results in Jeans-mass scale fragments

that could reach > 1000M � (Barkana & Loeb, 2001; Bromm & Larson, 2004; Bromm

et al., 2009). This is a result of the characteristics of H2 cooled collapsing gas clouds,

speci�cally their characteristic temperature and densities. It is thought that the �rst

generation of stars (Pop III) are massive and form in isolation within their host halo

(Bromm et al., 1999; Abel et al., 2000; Nakamura & Umemura, 2001; Bromm et al.,

2002; Abel et al., 2002). Hydrodynamical simulations using theEnzo cosmological

simulation code identi�ed a � 100 M� core within a primordial halo undergoing renewed

gravitational collapse. Conversely, Turk et al. (2009) suggest that conditions may be

favourable for multiple stellar objects to form, whereby a� 50 M� clump fragments

into two distinct cores that undergo continued accretion from their surrounding gas

reservoir, and will eventually form a binary star system. Greif et al. (2011) support

the theory that multiple object formation is possible, suggesting that gas can rapidly

accumulate in the �rst protostars circumstellar disk, which then fragments and forms

a group of smaller protostellar objects that have a mass range� 0:1 � 10 M� (Clark

et al., 2008, 2011)

Additional analysis (Yoshida et al., 2006) implements a self-described "critical" tech-

nique into their numerical simulations, namely the computation of molecular line opac-

ities, which allows evolution at higher densities to be followed. Three signi�cant con-

clusions can be drawn through these two simulations on the same halo following the

collapse of gas and the formation and evolution of a1 M� protostellar core. Their

primary �nding was that primordial gas in cosmological minihalos is resistant to frag-

mentation, that is to say only a single protostellar core. Secondly, the cloud core does

not have signi�cant angular momentum and is, therefore, unable to form a disk, and
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rotation is unable to halt cloud collapse further. Lastly, they �nd that the accretion rate

from the surrounding envelope is large. In conclusion, the mass range for Pop III stars

remains uncertain, however, it is thought to be as low as� 1 M� up to even as high as

� 1000 M� (Ohkubo et al., 2009). The �nal mass of a Pop III star is clearly uncertain.

Modelling the growth of primordial gas clouds with lower rates of accretion yields lower

�nal stellar masses for example, and vice versa. Furthermore, the FUV feedback on its

parent collapsing cloud from the young protostellar object is another mechanism that

may have implications for the �nal stellar mass of a Pop III star (Hirano et al., 2014).

Figure 1.1: Properties of ZAMS Pop III stars.

Figure 1.2: Time averaged properties of Pop III stars under the assumption of no mass

loss. Note the exceedingly short lifespan of Pop III stars, with the most massive having

a main-sequence lifetime (MSL) on the order of� 1 Myr. Both 1.1 and 1.2 from

(Schaerer, 2002).
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1.3 HII Region Formation

The immediate time period following the formation of a Pop III star within a minihalo

signi�es a drastic change in its evolution. Intense Ultra-Violet (UV) radiation emitted

from Pop III stars begin to re-ionise what was at that point mostly neutral cosmic gas,

although the epoch of reionisation does not really begin until the �rst galaxies and light

from Pop II stars. Figures 1.1 and 1.2 give an indication of just how much ionising UV

radiation is output from Pop III stars. The e�ect of this is to suppress star formation in

the vicinity of the halo where Lyman-Werner band UV photons prevent fragmentation

of the molecular cloud until the �rst star to form in that halo dies as a supernova (Abel

et al., 2002). The massive output of UV photons by a Pop III star creates a region of

ionised hydrogen, known as an HII region, the extent and size of which are determined

by the stellar luminosity of the halos primary Pop III star. Understanding the physics

and feedback e�ects behind the formation of HII regions is crucial to the subsequent

chemical evolution of the system. The density pro�le in which a Pop III SNe occurs is

dictated by the properties of the HII region created by its progenitor star, and this then

a�ects how much energy is lost from the SNe, in addition to how much metal ejecta

is able to escape from the virial radius of the halo. Clearly, the mass of metals either

retained or ejected from the halo have signi�cant implications for water chemistry to

occur, and therefore modelling the formation of an HII region around a Pop III star

is fundamental. Typically the shape of the HII region exhibits the characteristics of

a butter�y or hourglass (see Fig. 1.3), but can also remain ultra-compact. For HII

regions that breakout, the hourglass morphology appears where the HII region remains

constricted and appears narrow where the higher density �laments intersect the main

halo structure and is uncon�ned where the halo meets the void. The earliest work on

the formation of HII regions can be traced to Strömgren (1939), to explain observed

emission spectra within the Milky Way where Balmer lines were present (Struve &

Elvey, 1938) and suggested that ionised hydrogen exists in large quantities throughout

space. The physics behind HII regions can be categorised in 3 ways:

1. Thermal Balance - The balance between heating and cooling processes within the

HII region

2. Photoionisation Equilibrium - The balance between recombination and photoion-

isation processes

3. Hydrodynamics - The ionisation fronts (I-fronts), shocks and the out�ows/winds

from stars

In order to consider the thermal processes that dictate the thermal balance of an HII

region, we must �rst de�ne the balance between the recombination and photoionisation
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of ions and electrons. We can do this by modelling a nebula of pure hydrogen. The

volumetric photoionisation rate can be de�ned as

_n = nH 0

Z 1

v0

4�J v

hv
avdv; (1.54)

wherenH 0 is the number of neutral hydrogen per unit volume,4�J v=hv is the �ux of ion-

ising photons andavdv is the photoionisation cross-section. Conversely, the volumetric

recombination rate can be de�ned as

_R = nenp� (H 0; T); (1.55)

Where ne and np are the number of electrons and protons per unit area respectively,

and � (H 0; T) is the recombination coe�cient (very weak dependence on electron tem-

perature).

When attempting to introduce the basic physics behind HII regions, it is common

to assume that all ionising photons are from a single source, i.e. a single, central star.

In general, this is only good for a �rst-order approximation, however, in the situation

of an isolated Pop III star the concept is not entirely unrealistic. The �ux of photons

at frequencyv, or the radiative energy per unit area atr distance from the source body

is de�ned as

F� = 4 �J v =
�

4�R 2
�

4�r 2

�
� �F v(0) =

L v

4�r 2 ; (1.56)

where 4�R 2
� =4�r 2 is the geometric dilution factor and �F v(0) is the photosphere �ux,

and L v is the luminosity at a speci�c frequency. Electron, hydrogen, and ionised hy-

drogen densities follow the relation

ne = np = (1 � � )nH ; (1.57)

nH 0 = �n H ; (1.58)

where � is the fraction of neutral hydrogen

� =

8
<

:

0; if (ne = np = nH ) �! fully ionised;

1; if (nH 0 = nH ; ne = np = 0) �! completely neutral:
(1.59)

Balancing the photoionisation rates with the recombination rates yields the ionisation

equilibrium condition via substitution

�n H

Z 1

v0

L v

4�r 2

av

hv
dv = (1 � � )2n2

H � (H 0; T); (1.60)

in addition to de�ning the photoionisation cross-section for the ground state of hydrogen

av = av0

�
v
v0

� � 3

�! v � v0: (1.61)
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Using the above relations we can obtain a number of ionisations per second for a set of

given parameters. Similarly, the recombination time

t rec =
1

ne� (H 0; T)
: (1.62)

Assuming that ne = 10 cm� 3, and nearly complete ionisation of hydrogen with a char-

acteristic ionisation timescalet ion � 108 s, or 3 yr, the recombination time is found to

be on the order of104 yr. That is to say, when a hydrogen atom in this region becomes

ionised it stays so for a very long time, and once it recombines it becomes photoionised

very quickly, i.e. t ion � t rec. For this idealised region, using the above assumptions

at a position lying a distance r = 5 pc from a star and with an idealised blackbody

temperature peak at T = 4 � 104 K, we can approximate that the neutral hydrogen

fraction � , using 1.57, is

� � 108 = (1 � � )2nH (4 � 10� 13) ) � = 4 � 10� 4 � 1; (1.63)

This corresponds to the almost complete ionisation of this region. We can also probe

the transitional front between neutral and ionised hydrogen in this region using the

mean-free path of one of our UV photons

l =
1

av0n0
H

; (1.64)

Assuming that the transitional front lies halfway between the ionised and neutral (� =

0:5) regions, substituting nH 0 � 5 cm� 3 and av0 � 6� 18 cm� 3 into 1.64 gives us a mean-

free path l � 0:01 pc, or a very small percent of the total ionised region, suggesting

that the HII region around a central body has very de�ned, sharp edges that separate

neutral and ionised gas. The total radius of a spherical HII region is known as the

Strömgren radius (Strömgren, 1939).

Now the thermal structure (point 1 of 3) of an HII region can be considered. The

primary and dominant mode of heating within an HII region is photoionisation such

that
1
2

mev2
e = h(v � v0); (1.65)

where h(v � v0) is the ionisation potential of an atom. In the case ofH 0, the net

photoionising heating rate for hydrogen can then be de�ned

G(H 0) = nH 0

Z 1

v0

4�J v

hv
h(v � v0)av(H 0)dv; (1.66)

where the product
R1

v0

4�J v
hv av(H 0)dv is equal to nenp� A (H 0; T) from 1.55. Therefore

the net photoionisation heating rate can be rewritten as

g(H 0) = nenp� A (H 0; T)

R1
v0

4�J v
hv h(v � v0)av(H 0)dv
R1

v0

4�J v
hv av(H 0)dv

: (1.67)
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The integral ratio on the right-hand side is the mean photoelectron thermal energy
R1

v0

4�J v
hv h(v � v0)av(H 0)dv
R1

v0

4�J v
hv av(H 0)dv

=
3
2

kTinitial : (1.68)

Finally, the net photoionising heating rate for hydrogen can be de�ned as

G(H 0) =
3
2

kTinitial � nenp� A (H 0; T); (1.69)

where Tinitial is the initial electron temperature, which can be approximated as the

e�ective temperature of the central radiative source.

For cooling, there are 3 modes to consider. Recombination cooling, Free-Free emis-

sion (Bremsstrahlung), and Collisional excitation. The energy removed when an electron

combines with a proton to form neutral hydrogen is given by

L R (H ) = nenpkT � A (H 0; T); (1.70)

where � A (H 0; T) is the recombination coe�cient. This recombination coe�cient is

dependent on the relative velocity between protons and electrons, and slower electrons

are preferentially recaptured over faster electrons.

The energy absorption from Free-Free (Bremsstrahlung) for an ion with charge Z,

is de�ned as

L � (Z ) = 4 �j f f =
32�e 6Z 2

33=2hmec3

�
2�kT
me

� 1=2

nen+ g� : (1.71)

Ignoring any contribution from helium in this idealised hydrogen sphere,n+ = np and

the other physical constants can be evaluated to give a condensed expression forL � as

L � (Z ) = 1 :42� 10� 27Z 2T1=2g� nenp; (1.72)

here, g� is the Free-Free Gaunt Factor (van Hoof et al., 2014).

Finally, the e�ect of Collisional Excitation from an N-level atom/ion is given by

L C =
NX

j =1

nj

X

k<j

A jk hvjk ; (1.73)

where A is the transition probabilities and hv is the line energies. Expressing the

thermal properties of an HII region can be done by combining the heating and cooling

e�ects previously mentioned and results in the thermal equilibrium of the region as

G = L R + L � + L C equivalently, (G � L R ) = L � + L C ; (1.74)

G � L R can be referred to as the "Net E�ective Heating Rate". Although the hydro-

dynamical e�ects indeed contribute to the overall evolution of an HII region, we have

restricted our analysis to strictly the radiative and thermal processes as they provide a

su�cient overview of the essential physical properties. The hydrodynamical e�ects of

an HII region will be reviewed on a case-by-case basis in subsequent chapters.
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Figure 1.3: The HII region surrounding a100 M� Pop III star in a M = 105 M � halo.

Left to right: times correspond to 0, 1, 2.7, and 8 Myr following star formation. Top to

bottom: integrated density squared weighted mass density, temperature. A box length

of � 3 proper kpc centred on the star particle. (Abel et al., 2007)
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1.4 Population III Supernova

A massive isolated star's end-of-life properties are governed primarily by its mass as it

enters the Zero Age Main Sequence (ZAMS), in addition to its mass-loss history. The

Vogt-Russell theorem (Gautschy, 2015) states that the structure and evolution of a star

are dependent only on the mass and chemical composition, to a good approximation.

The lower end of Pop III stellar masses end their lives as Core-Collapse Supernova

(CCSN). This mass range is still debated, but a good approximation would be MCCSN =

9� 40 M� . In this mass range, when the core of a star begins carbon burning, energy loss

via the production of neutrinos becomes signi�cant and reaction rates increase. At this

point, the core of a star produces nickel-56, which inverse beta decays into Cobalt-56,

and itself inverse beta decays into Iron-56 and the outward radiative pressure from the

core that supports the star against collapse decreases. This is because Iron and nickel

have the highest binding energy per nucleon, and energy can no longer be produced

via fusion. The Iron-nickel core grows under huge gravitational pressure, now only

supported by electron degeneracy pressure where electrons cannot occupy the same

energy states as per the Pauli exclusion principle. This allows for a state of hydrostatic

equilibrium between the core and the outer star until the Chandrasekhar limit (1:4 M� )

is exceeded, at which point the catastrophic collapse of the outer envelope occurs.

Electrons and protons in the core form neutrons via electron capture, with neutrinos

carrying energy away from the core. Further collapse past this stage is halted by neutron

degeneracy pressure, and the infalling material rebounds o� the dense core producing a

shock wave that propagates outward. This process leaves behind a degenerate remnant

and an expanding shock that carries heavy metals with it. The typical energy of a

CCSN can be modelled withECCSN � 1051 ergs.

In the mass range25 � 140 M� , as well as above260 M� , black hole formation is

a likely outcome (Heger & Woosley, 2002). Between this mass limit (140� 260 M� )

and without mass loss, the Pair-Instability Supernova (PISN) occurs, in a process that

is so violent that the star is entirely disrupted and no remnant is left behind. If a

star has su�cient mass to fall into this range, the photon production within the core

is comprised of extremely high energy gamma rays. It is these photons that provide

the radiative pressure to keep the star in hydrostatic equilibrium with the gravitational

inward pressure. Su�ciently high energy gamma rays are able to interact with fermions

and other high energy gamma rays and undergo pair production, to form electron-

positron pairs for example. Such pairs themselves may undergo annihilation and create

gamma rays following the mass-energy equivalence principle. A catastrophic cascade

of pair production in the core results in a drop of radiative pressure, which causes core

contraction and explosive nuclear burning that produces a shock wave that completely
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disintegrates the star and leaves behind no compact remnant. It is important to note

the situation in stars with masses that lie between100� 140 M� , or speci�cally helium

core masses in the range42� 65 M� via the relation (Heger et al., 2003)

MHe �
13
24

(M ZAMS � 20 M� ): (1.75)

The instability mechanism indeed results in violent pulsations, however, they are not

energetic enough to actually result in a supernova explosion. Instead, the star undergoes

a series of energetic pulses, the period between which is dependent on the mass of the

star and the energy of the initial pulse. These pulsations conclude when su�cient

mass loss has occurred, or the core entropy has decreased such that the pair-instability

mechanism no longer is encountered. By this time, an iron core has formed, and the

large size of this iron core, coupled with high entropy means the most likely outcome

for a star of this type is a black hole. The pulsational energy is typically on the order of

1051 ergs, equivalent to that of a CCSN, and ejects the loosely-bound outer hydrogen

envelope, and if subsequent pulses do occur, they may also eject the outer helium core

layers. A key characteristic of these pulses is that despite having equivalent or excess

energy of regular supernovae, their light curves are markedly dimmer because they

lack signi�cant quantities of nickel-56. One point to note, however, is that the impact

between ejected shells may present in a bright display. The initial mass of a Pop III

star, and its corresponding supernova, have huge implications regarding the chemical

evolution of its host halo.

1.5 Metal Synthesis, Enrichment, and Supernova Feedback

The end of a Pop III star's life marks a signi�cant turning point in the universe. The

introduction of metals formed and disseminated by their supernovae means a divergence

from complete metal-free chemistry that dominated every astrophysical system until

that point. Understanding just how the �rst metals were formed within the cores of

Pop III stars and what their abundances were when they explode as supernova are

critical to modelling the �nal chemical state of a metal-enriched system. As such, we

outline the general abundance patterns and then analyse the speci�c processes that

govern the formation of metals and how these metals are disseminated via supernova.

A comprehensive analysis by Heger & Woosley (2002) provides the nucleosynthetic yield

of Pop III stars. Using a network of 304 isotopes pre-supernova and 477 nuclei during

the explosion in theKEPLERhydrodynamics code (Weaver et al., 1978). Multiple helium

core masses were simulated starting with the helium burning main sequence until 1 of

3 criteria was met:

1. Iron core formation in hydrostatic equilibrium, and the onset of collapse on photo-
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Figure 1.4: Supernova outcome for a progenitor star as a function of metallicity and

initial mass. Note the pink shaded region in the bottom right that displays the pair-

instability region, and the large light-green shaded region that occupies almost all of

the left side up to 40 M� (Heger et al., 2003).
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disintegration instability

2. Onset of blackhole formation

3. Complete stellar disruption

Noteworthy takeaways from the analysis are in the distinctive nucleosynthetic patterns

of Pop III stars. "Alpha-elements" (elements that have their most abundant isotopes in

multiples of 4) such as magnesium, calcium, and silicon production are raised above what

would be expected at low metallicities but are consistent with what would be predicted

in a PISN, likewise is the increase in [Ti/Fe] ratio. The reported overproduction of

cobalt additionally may be an indication of deeper bouncing within stars in the pair-

instability range however this is not a certainty, as one would expect to see enhanced

fractions of other "alpha-rich freeze-out" elements such as nickel, however, this is not

observed (Woosley & Weaver, 1995).

1.5.1 Rapid and Slow Neutron Capture

Figure 1.5: The mass fractions for54Fe and 58Fe within the interiors of a 15 M� (left)

and 25 M� (right) progenitor. Where 58Fe is large, signi�cant s-processing has occurred.

The dashed and dotted lines represent the abundances in the pre-supernovae star, whilst

the solid lines represent the post-explosion values of the same isotopes. The pronounced

decrease in54Fe and corresponding enhancement of58Fe indicate the base of the helium

shell, where explosive helium burning is taking place (Woosley & Weaver, 1995).

The neutron capture processes are responsible for the majority of nucleosynthesis

within the CCSN mass range. This makes the relative abundances of CCSN more biased

toward the higher atomic mass numbers than that of PISN. This subsection provides a

brief description of the speci�cs of the dominant neutron capture processes within Pop

III stars. There are 3 criteria that allow the rapid neutron capture process (r-process)

to occur in a given environment. There must be a level of high entropy, the expansion
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timescales must be rapid from an extremely high temperature, and there must be a

sizeable excess of neutrons. The neutron excess is given by

� =
X

(N i � Z i )Yi : (1.76)

A Pop III star in the PISN mass range has a very low value of� in some models

from a combination of multiple factors. Namely, the assumed Pop III initial composition

and the reasoning that the later burning stages are too rapid at too low of a density

for su�cient positron decay or electron capture. No neutron star remnant formation,

coupled with a lack of shock-wave that passes through regions of signi�cant electron

capture occurrence means that the r-process is absent. Conversely, a site for the r-

process to play a signi�cant role is in lower-mass Pop III stars. Here in the CCSN mass

range, the r-process is responsible for the production of neutron-rich isotopes and it is

believed the neutron star-driven wind in the �rst few seconds of its life is the primary

contributor. A secondary, pseudo-r-process occurs in the outer helium shells that the

supernova shock passes through and somewhat enhances the production of neutron-rich

isotopes.

The s-process conversely, occurs over much larger timescales at sites of helium burn-

ing, in addition to appreciable s-process occurrence in carbon and neon burning loca-

tions. The neutron exposure may be de�ned as (Meyer, 1994)

� =
Z

nn � T dt; (1.77)

where � T is the thermal velocity of neutrons and nn is the neutron number density in

units of cm� 3. To reproduce the observed solar distribution for s-process nuclei, there

are three distinct distributions of neutron exposure that may be necessary,� 0 � 0:3,

0:06 and 7:0 mb� 1 (units of inverse milibarns) for nuclei with 90 < A < 240, A � 90

and A = 204 � 209 respectively (A is the atomic mass number). Firstly, the weak

s-process,� 0 = 0 :06 mb� 1, likely appears from helium-burning cores in massive stars

(� 15 M� ) where temperatures are high enough for the22Ne(�; n )25Mg reaction to

facilitate the production of vast quantities of neutrons, in addition to these massive

stars having strong stellar winds able to eject this material into the ISM (Truran &

Iben, 1977). Arcoragi et al. (1991) suggest that additional s-processing occurs in the

central core carbon burning and the helium shell burning within massive stars. The

�nal main component of the s-process most likely occurs in the helium shell burning of

asymptotic giant branch stars (AGB), although this is beyond the scope of this analysis.

The lack of heavy seed nuclei, with the absence of a neutron source in helium

burning, means that there is no s-process within low metallicity PISN. The complete

disruption of the star means that there is no neutron star formation, and there is no

region where electron capture has occurred for which a shock-wave can pass through,
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and therefore there is no appreciable r-process in PISN either, and these processes are

therefore limited to the lower mass CCSN regime.

1.5.2 Supernova Feedback

The destructive e�ects of a Pop III SNe in its host minihalo are heavily dependent on the

characteristics of not just the progenitor itself, but also that of the minihalo. The mass

of the minihalo dictates, to an extent, the ability of Pop III stars to expel gas from the

minihalo, as a higher mass halo has a larger gravitational potential and therefore may be

able to con�ne the low-density HII region to well within the virial radius. In conjunction,

the Pop III stellar mass, and thus the type of SNe also dictate the e�ect of SNe energy

on its host halo. Even in cases where the halo mass is large and the HII region is

con�ned, a su�ciently energetic SNe may be able to evacuate the halo completely. We

can begin by considering the case of a200 M� Pop III embedded in a host halo with

massMH = 3 :2 � 105 M � and releasesESN = 1051 ergs. Immediately prior to the SNe,

the progenitor ionises gas well beyond the virial radius and the radiative shock sweeps

up the surrounding gas, reducing the central gas density ton � 0:2 cm� 3 (Kitayama &

Yoshida, 2005). Once the star dies, the shock front quickly catches the radiative shock,

evident by the twin peaks in �gure 1.6 left side density plot. By 10 Myr, the swept-up

material remains in a dense shell at a distancer � 300 pc. If instead the explosion

energy is initialised as aESN = 1053 erg SNe, the shock front is able to exceed the virial

radius within 105 yr, and the remnant loses temperature via adiabatic expansion, not

radiative cooling as in the previous case. Additionally, the higher temperature means

that over the course of the evolution of the remnant, Compton cooling dominates over

other radiative processes. An overview of the di�erences between the two cases is given

in �gure 1.6. However, if prior to the SNe there is no I-front, the situation changes

drastically. halos with mass exceeding MH = 107 M � exhibit this characteristic. The

density in the core region can remain higher thann = 105 cm� 3, despite intense stellar

radiation and photo-heating of the gas. Energy is dissipated through free-free emissions

from the shock interior and cooling via collisional excitation just behind the shock front.

The high velocity coupled with the high cooling e�ciency creates a highly dense shell

approximately 80 yr post SNe. The shock front is able to expand to onlyr � 10 pc in 2

Myr and stalls within the virial radius, where the gravitational potential well recovers

the enriched material.

Whalen et al. (2008) provide a comprehensive description of the destructive proper-

ties of primordial supernovae, presenting numerical simulations for CCSN, PISN, and

Hypernovae. Initialised with kinetic rather than thermal energy, it is found that the

destructive e�ciency is again strongly dependent on the Pop III mass, and therefore

SNe type, in addition to the mass of the host halo. halos with mass< 2:1 � 106 M �
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Figure 1.6: Evolution of a 200 M� progenitor in a 105 M � halo with explosion energy

1051 ergs (left) and 1053 ergs (right) (Kitayama & Yoshida, 2005).
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Figure 1.7: The same plots as �gure 1.6, but with a107 M � mass halo.

Figure 1.8: A summary for the fate of host halos plotted asESN against halo mass

MH . Triangles represent halos that are blown out regardless of an I-front being present,

circles are halos that are blown out only when there is an I-front and the crosses are

simply not blown out. The dashed line is the binding energy of the gas in a given halo

of mass MH and the dotted line is 300 times this quantity (Kitayama & Yoshida, 2005).
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are destroyed by Pop III stars as small as15 M� , whereas a PISN is able to destroy

halos with masses exceeding1 � 107 M � . This partly comes down to the halo being

pre-ionised by the star. This is not to say that lower-mass stars have little e�ect, even

explosions with energies in the range1051 � 1052 ergs in a trapped HII region deposit a

large quantity of momentum, despite radiative losses, into the surroundings and cause

disruption to a signi�cant fraction of their virial radii. To a good approximation, Pop

III stars in the CCSN mass range (10� 40 M� ) are able to easily destroy halos that are

. 107 M � , but cannot a�ect higher mass halos in the same way owing to their inability

to pre-ionise them. Pop III stars in the PISN mass range (140� 260 M� ) are able to do

this, and therefore have the ability to destroy halos as massive as107 M � in agreement

with Kitayama & Yoshida (2005). If the blast occurs in an HII region, free expansion

proceeds for several pc, until deceleration as a result of adiabatic losses begins, and

later through radiative losses when the ejecta material collides with the dense shell of

the surrounding HII region. In an ionised halo, explosions can reduce the density to

< 10� 4 cm3 by evacuating gas to their virial radii, whilst in neutral halos, signi�cant

kinetic energy is radiated away as X-rays but keep enough momentum for their ejecta

to reach 10 � 20 pc. It is within these bound explosions that a series of fallback and

rebound cycles can occur with enriched material.

Figure 1.9: Evolution of temperature, density, ionisation fraction, and velocity pro�les

for SN progenitors in HII regions. An unrestricted HII region (left) and an HII region

that breaks out of the halo (right) (Whalen et al., 2008).

Figure 1.9 on the left demonstrates the HII regions that are con�ned to the virial

radius or less, which propagate as D-type (subsonic) I-fronts, and on the right show

HII regions that very quickly ionise on short time-scales as R-type (supersonic) I-fronts.

The evolution of a 260 M� PISN in a 6:9� 105 M � halo is given by �gure 1.10. During

free expansion, a shock is driven into the di�use HII region driving the temperature

past 1011 K (top panel c dotted line) and collisionally ionises the gas, accelerating it
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to � 67000km s� 1. The kinetic energy of the expansion remains largely constant for

t < 700 yr. Thermodynamic work reduces the temperature of the refractory wave falls

from 1011 to � 109 K after 2.9 days, only to fall further to � 108 K by day 14.5. The

end of the free expansion is marked by the blast wave accumulating its own mass in

the relic HII region, which occurs by � 3100 yr and 21 pc. At this point, the density

pro�le �attens (top panel e dotted line), and the formation of a reverse shock is visible

at 16 pc. This reverse shock fully ionises the remnant region and creates a distinct

forward/reverse shock discontinuity (top panel 3 solid line). It takes approximately

60 kyr for the shock travelling at 400 km s� 1 to catch and impact the I-front with

velocity 25 km s� 1 at 85 pc, with so much energy that a new reverse shock forms.

In actuality, the SN interacts with the tail-end of the I-front after 19:8 kyr at 60 pc

and signi�cant radiative losses via H Lyman-� , inverse Compton scattering, collisional

excitation of He+ , and bremsstrahlung, in addition to collisional ionisation of H and He.

After 7.93 Myr has elapsed, nearly all the baryonic material has been ejected from the

halo with velocities exceeding2 � 3 km s� 1 of the escape velocity. The density inside

the virial radius is reduced to 10� 4 cm� 3 compared to 0:1 cm� 3 of the HII region. Of

the original energy, � 10% survives the various adiabatic, radiative, and gravitational

losses, however, the corresponding momentum is still able to readily unbind gas from

the halo. Heavy element dissemination is halted when the remnant reaches pressure

equilibrium with the relic ionised gas, and this occurs at approximately half the radius

of the HII region. To summarise, an SNe in an HII region typically follows the path of a

free expansion, where the majority of energy is dissipated through adiabatic processes,

followed by impact with the I-front in the relic HII region at a time dictated by the

properties of the HII region.

1.5.3 Enrichment

Following the death of a Pop III star, the metal enrichment of its host halo, or even

external halos may be categorised into three distinct groups depending on the mech-

anisms at play, in addition to the location of enrichment. First and foremost, metals

may be incorporated into massive halos via a hierarchical structure formation process,

or the pre-enrichment process. Greif et al. (2007) explores this scenario whereby they

explode a200 M� progenitor as a PISN, which expels a metal-enriched interior bubble

that expands adiabatically into the void and IGM, through cavities generated by the

supernova shock. An external DM halo with a virialised massM > 108 M � is required

to recollect the shocked gas and allow mixing to occur.

The second method can be referred to as the internal enrichment mechanism, whereby

enriched material is able to fall back into the host halo after a period of recovery. This

method applies only in the lower-mass Pop III regime, on the order of� 10M� . The
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Figure 1.10: Top: Early time evolution of the 260 M� PISN in a 6:9 � 105 M � halo.

Where the dashed, dotted and solid lines represent left:t = 0 ; 2:9 days; and 14:5 days,

and right: t = 515:6 yr; 3093yr; and 6347yr respectively. Bottom: Late-time evolution

of the same PISN. The dotted and solid lines represent left:t = 19:8 kyr; and 420 kyr,

and right: t = 2 :0 Myr ; and 7:93 Myr respectively (Whalen et al., 2008).

reason for this is to ensure that the host halo has not been blown out and that the HII

region is con�ned to well within the virial radius. A 'moderately' massed progenitor is

only able to photoionise a small region within its host halo and create a 'trapped' HII

region. Following on from instabilities generated due to a supernova explosion, ejection

material is able to fall back to the central region and reaches a steady accretion rate

after � 5 Myr and less than half of the ejecta is able to escape the virial radius (Ritter

et al., 2012, 2016).

The third avenue for metal enrichment was explored in order to explain the obser-

vations of the most metal-poor stars in a study that looked to describe the chemical

abundance patterns of Carbon Enhanced Metal-Poor (CEMP) stars and in particular

one with an Iron-to-Hydrogen ratio, [Fe/H] = � 5:54 (Norris et al., 2013). This method

argues that minihalos that lie external to the Pop III stars host halo can undergo ex-
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ternal metal enrichment. The enriched supernova material escapes the host halo and

impacts these external minihalos, and potentially paves the way for the next generation

of Population II (Pop II) star formation, so long as these external minihalos themselves

have not yet formed stars of their own. Smith et al. (2015) speci�cally set out to explore

this external enrichment mechanism and conclude that turbulence from the virialisation

of the impacted halo is able to incorporate enriched material into a 0.01 pc radius to a

uniform metallicity Z � 2 � 10� 5 Z� .

Each method of enrichment leads to a di�erent metallicity pro�le of the host halo.

The pre-enriched case would have a nearly �at pro�le as the metal ejecta has had

ample time to mix with the surrounding medium, rarely varying by more than an order

of magnitude. The internal enriched case would show a large metallicity towards the

centre, that decreases out to the virial radius. The opposite would expect to be seen

from the external enrichment case, where the highest metallicities would be seen near

the virial radius of the halo where turbulent mixing occurs outside-in. Each case would

present an opportunity for water formation, however, the speci�cs and e�ciencies of

which would need to be analysed on a case-by-case basis.



1.5. Metal Synthesis, Enrichment, and Supernova Feedback 29

Figure 1.11: Metal abundance yield in M� and SNe energy in foe as a function of helium

core mass (Heger & Woosley, 2002).
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1.6 Water

This section will provide an in-depth analysis and overview concerning all aspects of

water, providing the underpinnings for the most basic chemistry and molecular physics

of water formation and destruction, and providing the context for these in the case

of water formation in space and in particular, the primordial Universe. Additionally,

an analysis of water spectroscopy will be provided, as will the potential observational

signatures.

1.6.1 Water - Physics and Chemistry

Starting at the most basic level, a water molecule is formed of two hydrogen atoms

bonded to a single oxygen atom through a polar covalent bond. This con�guration is

very stable, and water molecules may be formed via the exothermic reaction (Hanslmeier,

2011)

H2 + H2 + O2 ! H2O + H2O; (1.78)

with an enthalpy of reaction 572kJ/mol. The actual structure of the molecule is polar,

with an H-O-H bond angle of 104.5� forming a distorted tetrahedral geometry (Hoy

& Bunker, 1979). The intrinsic polarity of the molecule allows it to induce dipoles in

other molecules. This allows for water molecules to arrange themselves in a spherical

collection in 3D space around a molecule, also known as dissolving. This is a crucial

property of water in the context of criticality for life, as numerous substances dissolve

in water. Although the total charge of the molecule is 0, the polarity comes from the

geometry itself, where the two hydrogen atoms lie on the same side due to their lower

a�nity for electrons than oxygen. Water can exist in one of three phases: gaseous,

liquid, or solid on Earth, as on other planetary bodies. Crucially, liquid water remains

at higher densities than its solid form, which allows for life to potentially form under its

surface without freezing. The various phases of water are visible in �gure 1.12, where

there exists a triple point such that water is simultaneously a solid, liquid, and gas, at

T = 273:16 K and P = 611:657 Pa (Wagner et al., 1994).

In the ISM the pressure is exceedingly low, and therefore water can only exist as

vapour or ice and the transition between these two states is determined by the density

only. Typically, cloud densities exist at n = 104 n/cm � 3 and sublimation occurs at

temperatures T � 100 K (Fraser et al., 2001). This temperature increases in sites such

as the proto-planetary disks which exist at densitiesn = 1013 n/cm � 3 at T � 160

K. Water ice is able to take on multiple di�erent crystalline and amorphous forms,

which are dependant on the temperature and pressure of the system. For example,

at interstellar densities, water ice in an initially amorphous con�guration crystallises

into the cubic con�guration (I c) at T = 90 K. This phase transition is irreversible and
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Figure 1.12: Pressure (log) and temperature (linear) water phase diagram, indicating

the various transitions between states (Wikipedia contributors, 2022)

provides a temperature record of the ice. At temperatures< 90 K, the interstellar

water ice remains in the compact high-density amorphous con�guration (HDA) which

does not naturally occur on planetary bodies. Water ice in HDA, LDA and Ic phases

have densities1:17, 0:94 and 0:92 g cm� 1 respectively. Comparatively, magnesium-iron

silicates have densities in the range3:2 � 4:4 g cm� 3, signi�cantly higher than that of

water ice. As recently as February 2023, the discovery of medium-density amorphous

(MDA) ice was reported upon the application of a shear force to regular ice. This

bridged the so-called density gap that had previously existed and has implications for

celestial bodies such as moons, which may undergo similar shear forces around gas giants

(Rosu-Finsen et al., 2023).

Water has electric, vibration and rotation energy levels. Transitions between electric

states known as dipole-allowed transitions occur at the UV end of the spectrum, whereas

at the near to mid-Infra-Red (IR) wavelengths transitions between the vibrational states

occur, and �nally, the rotational state transitions occur at mid to far IR wavelengths.

The water molecule is referred to as an asymmetric motor (asymmetric top) that has

a highly irregular set of energy levels with a corresponding set of quantum numbers:

JK A and JK C , and because the water molecule is a light molecule, the spacing between

its rotational energy levels is larger than that of heavier rotors and corresponds to a
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much shorter wavelength. The two hydrogen atoms in a water molecule can either have

an aligned (parallel) or misaligned (anti-parallel) nuclear spin and consequently, the

energy levels for a water molecule can be grouped as either ortho, whereK A + K C =

odd or para, whereK A + K C = even, ladders with statistical weights of 3:1 respectively.

These transitions are forbidden to a higher order, where the only chemical reactions

that involve the exchange of a hydrogen atom in the water molecule with a hydrogen

atom from the reactant are able to transform from ortho to a para water molecule

con�guration, the reverse of which is true as well. The vibrational modes of water can

be discretised into three active vibrational modes:

ˆ Fundamental v = 1 � 0 bands of � 1 and � 3 symmetric and asymmetric stretches

at 2:7 � m and 2:65 � m respectively

ˆ � 2 bending mode at6:2 � m

In gas at higher temperature, overtone (> � v = 2 ), and combination (� 2 + � 3), occur

with shorter wavelengths. Thus, it can be said that gaseous water has a diverse set

of ro-vibrational spectroscopic features. Contrastingly, the ro-vibrational features of

water ice are almost completely absent. The spectroscopic features of water ice are

dominated by the � 3 band which overpowers the� 1 band (Hudgins et al., 1993) and are

completely dependent on the temperature and environment, as well as the morphology

of the ice crystals. Crystalline water ice has distinct features at the3:1 � m wavelength,

whereas amorphous water ice does not. Additionally, crystalline water ice has liberation

modes at45 and 63 � m (Moore & Hudson, 1994). These liberation modes are ways in

which water ice can be released from the surface of dust grains, some of which include

sublimation, melting, impact, and abrasion.

Water emission or absorption lines depend on the individual energy level popula-

tions for gaseous water. These populations are determined by the balance between the

collisional and radiative excitation/de-excitation of the levels. Radiative processes lead

to spontaneous emission and stimulated absorption and emission by a star's radiative

�eld, warm dust, or the molecules themselves. The primary collisional partner in in-

terstellar clouds is H2, and other partners include H, He, and e� . In the case where

collisional processes dominate over radiative, the level populations are said to be in local

thermodynamic equilibrium (LTE) and the temperature of excitation is equal to that

of the gas temperature, i.e. Tex = Tkin . In general, most level populations are not in

LTE, and molecules are excited by collisions, and de-excited via spontaneous emission

which meansTex < T kin . The transition between the regimes:ncr = Aul /C ul is delin-

eated by the critical density ncr . This scales with � 2
ul �

2
ul . A is the Einstein spontaneous

transmission coe�cient, � is the transition frequency for u ! l , � is the electric dipole

moment, and C is the state-to-state collisional rate coe�cient. As an example of water,
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the combination of a large dipole moment (1.86 Debye for gaseous water) and relatively

high frequencies lead to critical densities in the range108 � 109 cm� 3 for the purely

rotational transitions. These large dipole moments and high frequencies make spectral

line analysis for water di�cult, as the rotational lines are optically thick. Water transi-

tions e�ectively couple to mid and far IR radiation from warm dust which can populate

energy levels. This so-called 'IR pumping' can initiate a population inversion, whereby

the levels with KA = 0 or 1 can have a lower radiative decay rate than higher KA levels.

This inversion is de�ned as the point where the population in the upper state divided

by its own statistical weight is greater than for the lower state, that is to say, Tex < 0.

Interstellar water spectroscopic analysis is di�cult, and requires the probing of other

isotopologues such as `heavy-oxygen water' H17
2 O and H18

2 O, although abundances of

these are signi�cantly reduced.

Przybilla et al. (2008) estimate that the abundance of elemental oxygen to total

hydrogen nuclei in the ISM is� 5:57� 10� 4, of this approximately 16� 24%is locked up

in refractory silicate, and the volatile oxygen abundance (de�ned as not in a refractory

form) is measured as� 3:2� 10� 4 within di�use clouds. This abundance is the maximum

amount of oxygen that is able to transition between gaseous water and ice. The total

sum of detected oxygen within di�use clouds is less than the total elemental oxygen

abundance, therefore it can be said that there is a signi�cant quantity of oxygen in some

unknown refractory form. If gas is in thermodynamic equilibrium (TE), the fraction

of water is dependent on the elemental composition and stabilities of molecules that

can be produced in the gas. Assuming a standard ISM abundance of [O]/[C]> 1,

oxygen can be locked up in either CO or H2O. Still, in TE but at higher pressures,

the CO fraction is a result of the equilibrium state between CO and CH4 (Methane),

with a bias toward CO at higher temperatures. Using the aforementioned elemental

abundances, the resultant fractional abundances for H2O are in the range2 � 3 � 10� 4

with respect to the total hydrogen and a CO fractional abundance of0 � 1 � 10� 4.

If instead the abundance of water is taken with respect to H2, this value becomes

5 � 6 � 10� 4 under the assumption that the atomic hydrogen fraction is insigni�cant.

At densities > 1013 cm� 3, equilibrium chemistry is reached and three-body reactions

start to dominate. These conditions may be typical in the shielded mid-planes of the

inner AU of protoplanetary disks for example (Dullemond & Monnier, 2010). In the

majority of interstellar conditions, however, densities are too low to establish equilibrium

chemistry, and any strong UV radiation further drives chemistry away from equilibrium

in environments where the density may be higher. The kinetics and two-body reactions

determine the fractional abundances in these conditions.

Low temperature gas-phase chemistry is characterised by the conditions in di�use

and optically thin interstellar clouds that have densitiesn < 104 cm� 3 and temperatures
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T < 100 K. In this regime, water is mostly formed by a set of ion-molecule reactions.

This set includes the reactions O+ + H2 and O + H +
3 which creates OH+ . Energetic

cosmic-ray particle interaction with the gas produces H+2 and H+ , and a subsequent

reaction H+
2 + H2 ! H+

3 yields the necessary H+3 abundances (Herbst & Klemperer,

1973). The cosmic-ray ionisation rates for atomic hydrogen,� H can be in the range,

10� 17 � � H � 10� 15 s� 1 for di�use and denser regions respectively, whilst the ionisation

rate for H2 is � H 2 � 2� H (Hollenbach et al., 2012). Furthermore, a set of rapid reactions

of both OH+ and H3O+ with H 2 form H2O and OH with respective branching ratios of

0.17 and 0.83 (Buhr et al., 2010). Removal of water is carried out by photodissociative

reactions and reactions with C+ , H+
3 , and HCO+ . The photodissociative e�ect on water

starts to become e�ective at 180 nm (1800 Å) which lies well within the UV spectrum

and continues to 98.3 nm (930 Å).

The high temperature gas-phase chemistry regime is characterised by temperatures

exceeding 230 K, at which point the H2 reaction barriers can be overcome and allows

the following reaction to proceed

O + H 2 ! OH + H ; (1.79)

and become the dominant avenue of water formation as OH reacts with H2 to form H2O

via

OH + H 2 ! H2O + H : (1.80)

This reaction is exothermic in nature with a corresponding energy barrier ofT � 2100

K. This avenue of water formation forces all gas-phase oxygen that is not locked away in

other forms into water, with a caveat that intense UV radiation or an elevated atomic

hydrogen abundance may force some water back into OH and O. The high temperature

gas-phase chemistry regime of water formation dominates in shock sites, protostar inner

envelopes and high temperature surface layers of protoplanetary discs.

1.6.2 Ice and Dust

The process in which a gas-phase atom or molecule collides with and sticks to a dust

grain through van der Waals or stronger bonding forces is referred to as adsorption. In

the low-temperature regimeT � 50K, the sticking probabilities are close to unity for

most species, therefore the sticking timescale for a species to adsorb is equivalent to the

timescale for a species to strike the surface of a dust grain

t f;i � [ngr � grvi ]� 1; (1.81)

where vi is the thermal speed of a speciesi , ngr is the grain number density and� gr is

the grain cross section. For densitiesn > 104 cm� 3, the time scales for most molecules
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to freezeout are< 1� 3� 105 yr where the molecules becomes locked-up on dust grains

from the gas phase and form ice, lower than the lifetime of dense molecular cloud cores in

the range2� 106 � 2� 107 yr. Thus, the role of dust reactions is signi�cant to chemistry

(Hollenbach et al., 2008). Formation of water may proceed from the hydrogenation of

s-O, s-O2 and s-O3, where the s- represents a species forming on the grain surface (Oba

et al., 2012). The adsorption processes are in direct competition with desorption (the

process of an adsorbed substance being released). For a species to be desorped, the

binding energy that couples the species to the grain surface must be overcome. Water

has a very high binding energy and is therefore more resistant to desorption. The

thermal desorption rate per atom or molecule is

Rtd ;i ' vi e� E i =kTgr ; (1.82)

E i is the adsorption binding energy of a speciesi and vi is the vibrational frequency of

the species inside the surface potential well

vi = 1 :6 � 1011
p

(E i =k)=(mi =mh)s� 1; (1.83)

k is the Boltzmann constant, mi is the mass of the species andmH is the hydrogen

mass. At dust temperatures lower than the thermal sublimation limit, photodesorption

is e�ective at removing the species back into the gas phase. The �ux of adsorbed

particles liberated from a surface from photodesorption is

Fpd;i = Yi FFUV f s;i ; (1.84)

where the Yi is the photodesorption yield for a speciesi , averaged over the FUV band

and FFUV is the FUV incident �ux onto the surface of the dust grain. At large photon

�uxes, the mass loss is large, thus desorption is not due to sublimation resultant from

grain heating. Approximating that the average yield of FUV is the same as the Lyman-

� yield, the majority of photodesorption occurs within the �rst two surface monolayers

of ice when a photon is absorbed (Andersson et al., 2006). Comparing the values of

the yield (� 10� 3) with that of the probability that the incident photon is absorbed

by the ice, it is found to be up to ten times smaller, i.e. the photodesorption e�ciency

within the �rst two monolayers is � 10%. If the dust temperature exceeds100K, water

ice thermally sublimates and creates conditions with gas phase abundances of water as

high as the initial water ice abundances.

1.6.3 Observational Signature

In the present Universe, the ISM is enriched when stars born out of dense molecular

clouds die and in doing so forge and disseminate heavy elements. Ice is abundant

within the cores of molecular clouds (Sandford et al., 1988), and to date, there has
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been the detection of over 1013 water microwave ampli�cation by stimulated emission

of radiation (masers) events in SF regions of the galaxy (Elitzur et al., 1989), listed in

the update 2000 of the Arcetri catalogue (Valdettaro et al., 2001). Similar events to the

detections within the Milky Way (Moran, 1976; Mochizuki et al., 2009; Sun et al., 2018)

have been made extra-galactically (Brunthaler et al., 2006), and water masers have been

discovered within active galactic nuclei (AGN) of SF galaxies, e.g. the edge-on galaxy

IRAS F01063-8034, thought to occur within the accretion disk of the supermassive

black hole, and shocks driven by winds and jets (Greenhill et al., 2002). Pulsating stars

undergoing mass-loss may develop masers, and depending on the density, temperature,

and excitation conditions one may observe SiO, H2O, and OH masers out to a radius

of a few AUs. Diamond (2002) provide a comprehensive review of stellar masers.

Another source of water masers is within young stellar objects (YSO), such as the

YSOs around the Herbig Be star LkH� 234. 4 YSOs are reported to have water maser

emissions within a region of3600 AU of the intermediate-mass SF region (Torrelles

et al., 2014) or the water masers detected within low-mass YSOs in the Ophiuchus SF

region (Furuya et al., 2001, 2003). On smaller scales, water has been detected in the

stellar atmosphere spectra of late-type stars, such as the observation of steam absorption

bands in the Mira star by Kuiper (1964), suggesting that, excluding molecular or atomic

hydrogen, water should be the most abundant molecule in the atmospheres of cold

(T � 2800K) stars. In the context of planetary formation, the majority of proto-stars

have a protoplanetary disk that emerges from the host molecular cloud. The formation

of our own system is just one example of such a con�guration where the planets coalesced

from the molecular cloud.

T Tauri stars are very young (Tlife < 10 Myr) and pre-main-sequence, i.e. a proto-

star, which in half of the cases exhibit a circumstellar protoplanetary disk. Near-infrared

spectrophotometry performed by Shiba et al. (1993) reveal wide and shallow dips in the

spectra at 1:4 � m and 1:9 � m indicating the presence of water vapour in 33% of their

sample, or at least 17 T Tauri stars. The temperature of water within the protoplane-

tary disk varied with radius from the central star, existing in its gaseous state within the

inner regions, whilst remaining solid in the outermost regions. The so-called `Goldilocks

zone' (von Hegner, 2020), or the circumstellar habitable zone (CHZ) in a planetary sys-

tem is often thought of as the region around a star that supports the presence of liquid

water, given a satisfactory pressure. Estimates for our solar system place this zone in

the region of 0:99 � 1:004 AU conservatively, and 0:38� 10 AU most broadly (Kasting

et al., 1993; Pierrehumbert & Gaidos, 2011; Zsom et al., 2013). The characteristics of

extra-solar CHZs are de�ned by the properties of the host star, such as spectral type

or position within its stellar evolution, as well as the properties of the dust within the

protoplanetary disk itself. The protoplanetary disk temperature and density pro�les
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are dictated by the size distribution and chemical composition of its constituent dust

grains, whereby larger quantities of� m sized grains increase the temperature of the pro-

toplanetary disk, thus altering the location of the CHZ. Additionally, when the water

fraction within the disk is altered to increase, one observes the temperature within the

innermost regions decreases, whilst the temperature in the outer regions increases. The

inverse holds true for a decrease in water fraction (Bitsch & Johansen, 2016). Conse-

quently, it is conceivable that hot super-Earths (2 < M < 10 MEarth ) contain signi�cant

quantities of water if they migrated from the cool outer regions to warmer inner regions

of the protoplanetary disk. Photometric analysis on the atmospheric spectra of some

hot-Jupiter ( 0:36 < M < 11:8MJup ) extrasolar planets reveal water absorption features,

such as HD 189733b (Tinetti et al., 2007) and the near-IR detected of water vapour

in Tau Boötis b (Lockwood et al., 2014). Previously, detections and analysis of only

massive exoplanets were achievable due to observational constraints. As techniques ad-

vance, smaller rocky bodies such as Earth-like planets are now analysable such as Gliese

1214b (GJ 1214b). There is very strong evidence that signi�cant quantities of water

exist to explain the observed planetary mass and radius pro�le (Charbonneau et al.,

2009; Bean et al., 2010; Tinetti et al., 2012). Fig. 1.13 shows the measured spectral

features against those of theoretical models with di�ering atmospheric compositions,

where the 100% water composition model �ts best.

Figure 1.13: Spectral features of the GJ 1214 b compared to 3 theoretical models,

that of solar composition (orange), 100% water (blue), and a 70/30 water and H2 split

(green). The measurements are consistent with a water vapour atmosphere and with a

hydrogen-dominated atmosphere with optically thick clouds/haze (Bean et al., 2010).

At the smallest scales, water is locked inside Small Solar System Bodies (SSSB),

these include comets and asteroids/meteorites. Currently, one of the primary candidates

as the source of Earth's water is asteroids, as they have the most similar isotopic levels

in the solar system to that of ocean water (Daly & Schultz, 2018; Alexander, 2017).
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Speci�cally, the CI and CM carbonaceous chondrite subspecies of meteorite match most

closely when comparing the bulk H and N compositions. Additionally, analysis of two4:5

Gyr meteorites presented direct evidence of complex prebiotic chemistry and contained

liquid water (Chan et al., 2018). Likewise, comets were thought to be a signi�cant

contributor to the water sources of Earth. Analysis of comets Halley, Hale-Bopp, Tuttle,

and Hyakutake all reveal water absorption features (Eberhardt et al., 1988; Meier et al.,

1998; Bockelée-Morvan et al., 1998), however, their D/H ratio is double that of Earths

seawater. This suggests that comets are responsible for no more than� 10%of Earth's

water supply. The chemical evolution of water throughout the history of the Universe

is far from de�nitive. Whether the abundance goes through cycles of creation and

destruction, or whether there exists some minimum abundance that has persisted is

not currently known. This work coupled with future prospects for observing water

emission at early times will be able to begin the process of answering this question.

Observationally, the primary prospect for early-Universe water formation lie with the

Square-Kilometer Array (SKA). SKA-Mid (mid frequency probe, 350 MHz to 14 GHz)

covers the frequency range that the 22 GHz water vapour transition (Hill, 1986) occurs

at. The unprecedented scale of the SKA, with its high resolution and sensitivity allow

it to map di�erent spatial scales in ways not previously possible. This should allow for

the distribution of water throughout the early times of the universe to be mapped inside

of various astrophysical systems.
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1.7 Overview

To model the formation of the �rst proto-planetary disks in the Universe that con-

tained water, we must perform complex simulations that have the ability to resolve

scales from both the largest of structure formation to that of the smallest chemical

and cloud fragmentation AUs. Modelling of the complex chemical interactions between

both primordial and metal species at these smallest scales is crucial to understanding

how metals ejected from Pop III supernovae react to form complex molecules and are

incorporated into the �rst proto-planetary disks.

The observational signature of Pop III stars has remained elusive due to a number

of factors. Perhaps all Pop III stars dredged up metals from their cores into their

atmospheres and self-polluted their spectra, or it may be as simple as the Pop III IMF

being particularly biased toward the high mass end resulting in massive stars that burnt

through their fuel extremely quickly. Regardless of the reason, detection thus far has

remained out of reach due to observational constraints. However, the James Webb

Space Telescope (JWST) launched in 2021 has a goal of observing Pop III stars for the

�rst time, although even with the enhanced ability to resolve the �rst galaxies it might

not be possible to do the same for the �rst stars if they are unlensed, and very unlikely

still if they are lensed (Rydberg et al., 2013). Because of this, it is unrealistic to rely

on JWST to make any direct observations of Pop III stars and their feedback. Water

has distinct spectral absorption features which the Square Kilometer Array (SKA) will

be able to probe when operational, and will be able to test the predictions from the

models presented here to maximise the potential of detected water features in the proto-

planetary disks of high redshift galaxies.

In chapter 2 we describe the computational methods for our cosmological zoom-

in simulations, in addition to discussing the various avenues of extending the non-

equilibrium chemistry solver to consider metal species in the remnant of a Pop III SNe.

Likewise, we brie�y describe the data analysis toolYT and the means of generating

cosmological initial conditions. In chapter 3, we present the initial cosmological simu-

lations in Enzowithout modi�cation and then detail the extensive testing of the KROME

chemistry code. Details of these tests extend from those of the standalone chemistry

network in 1D, patching to Enzoand performing the same test, before �nally running a

high-resolution zoom-in simulation using theKROMEchemistry self-consistently inEnzo.

In chapter 4 we present the water abundances in the remnant of a13 M� CCSN mod-

elled with signi�cant fallback on itself in a low-mass halo, and in chapter 5 we report

the results for 200 M� PISN simulation residing within the same halo under identical

initial conditions. Finally, in chapter 6, we provide our conclusions and a discussion,

whilst suggesting the next steps for anyone intending to continue with this work in the
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future.



Chapter 2

Methodology

This chapter will be wholly dedicated to explaining the methodology of all the pre-

sented works and results in the following chapters. A discussion �rst and foremost

about the Enzo cosmological simulation code with which the majority of obtained re-

sults are derived, followed by a description of the functionality of both the base and

modi�ed versions of Grackle will be given. Lastly on the solver side, we detail the

KROME chemistry package before delving into the amalgamation of KROME with

Enzo. Additionally, the functionality of both the HOP and ROCKSTAR halo �nders

will be examined.

Job submission forEnzosimulations is performed using the SLURM batch script job

scheduler. SLURM is a highly scalable cluster management and job scheduling system.

A user must specify the number of nodes, the number of tasks (cores) per node they

wish to use, and the duration which they would like the job to be executed for. These

parameters vary depending on the speci�c physics one would want to use inEnzo, and

once the resources on the HPC cluster become available the job will begin.

2.1 Enzo

For our simulations, we use theEnzoadaptive mesh re�nement (AMR) hydrodynamical

code (Bryan et al., 2014). Enzo supports a huge variety of physics, including but not

limited to: self-gravity of �uid and particles, primordial gas chemistry, radiative cooling,

ideal and non-ideal magnetohydrodynamics (MHD), and star formation routines, all in

a comoving coordinate system. In order to take advantage of the availability of high-

performance computers,Enzosimulation submissions take advantage of parallelisation

for distributed memory platforms, utilising the Message Passing Interface (MPI). In

brief, a single grid object is used as the basic unit of parallelisation, and each grid

object (including all cell and particle data) is contained wholly on a single processor.

Enzotreats the baryonic matter as a �uid, and the equations of hydrodynamics are

41
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solved using a direct-Eulerian second-order piecewise parabolic method (PPM) (Colella

& Woodward, 1984) implementation. The PPM is a "spatially third-order accurate

piecewise parabolic monotonic interpolation" (Bryan et al., 2014) and uses a non-linear

Riemann solver in shock capturing. A key feature ofEnzo is its Adaptive Mesh Re-

�nement (AMR) functionality, as opposed to other static solvers. This speci�c AMR

method uses an adaptive hierarchy of grid patches that have varying resolutions. This

hierarchy starts with the root grid and spans the whole area of interest with a coarse

Cartesian uniform grid. Once certain criteria within a simulation have been ful�lled,

and these criteria can be tailored for the speci�c physics of a given run, child (�ner)

grids are placed within the coarser root grid. A Pop III star formation simulation may

follow the criteria for re�nement within a �ner grid for example (these parameters are

con�gurable at runtime and may be other values):

1. Gas mass is> 4 � �M baryon � 2� l � 0:2, where �M baryon is the average gas mass in a

cell and l is the re�nement level

2. The dark matter in a cell is > 4 � M initial where M initial is the initial mass of a

cell

3. Local Jeans length is< 16 cells wide

Once these conditions are realised in a simulation, AMR occurs by a factor of 2. These

cells that have been �agged for re�nement are padded with bu�er zones and grouped into

sub-grids according to a given grid e�ciency. The sub-grids cover small sub-volumes

within the root grid at a higher resolution and create a tree structure that may be

further expanded by recursive re�ning. The ratio of re�ned to parent cell widths is

given by an integer that is equal to the re�nement factor, and the boundaries of sub-

grids correspond to the cell boundaries of the parent grid, within which the sub-grids are

entirely enclosed. Given the hierarchy at a time-stept, the solution is advanced across

in a W-cycle, which means that the coarsest grid is initially advanced by the largest

allowed time-step (if stability conditions are satis�ed). The computation then moves

downward progressively through each level, and when the bottom level of the hierarchy

is reached, the grids that lie on the lowest level are advanced until they have caught up,

and this repeats until all grids have been advanced. Thus,Enzo is able to iteratively

increase both the spatial and temporal resolution of a subsection of a simulation volume

without incurring further computational costs over the entire grid.

2.1.1 Radiation Transport and Ray Tracing

The accurate modelling of a Pop III star has a heavy reliance on the ability to track

the e�ects of their intense UV radiation on their surroundings. Radiation transport is



2.1. Enzo 43

a multidimensional problem, whilst well studied comes with a host of problems. The

non-local nature of the thermal and hydrodynamical response to point sources of ra-

diation, in addition to the dependence on numerous variables such as the density and

temperature of the medium, the distance from the point source, and the energy of the

radiation. MORAY (Wise & Abel, 2011a) is a radiative transfer algorithm that is cou-

pled to Enzoto solve the radiative transfer equations in comoving coordinates. To avoid

computational ine�ciencies that arise from a wasteful sampling of rays, where only a

few rays are needed to provide a su�ciently accurate representation of the radiation

�eld, an adaptive ray tracing method (Abel & Wandelt, 2002) is utilised. Based on

HEALPix (Gorski et al., 2005), this incrementally separates rays when sampling be-

comes too coarse. Each individual star particle acts as a point source of ionising UV

radiation, where the photons of each ray are identical to one another. Furthermore, the

sum of the photons in the initial rays is equal to the stellar luminosity. On incidence

with a �ner grid, the primary ray splits into 4 daughter rays, only if and when the

associated solid angle� is > 20% the area of the cell. The daughter rays acquire the

new normal vectors of the pixels, in addition to retaining the same radius of the parent

ray. They also inherit 1=4 of the parent rays photon �ux, and the parent ray is halted.

Any ray continues to propagate and split until any of the following conditions are met:

1. Photon has travelledc � dtp, where dtp is the radiative transfer time-step

2. Photon �ux is (almost, i.e. > 99:9%) completely absorbed in a given cell

3. Photon leaves computational domain that has a set of isolated boundary condi-

tions

4. Photon travels
p

3 the length of the simulation box that has a set of periodic

boundary conditions

The radiation �eld is calculated by integrating photons from the point source using an

adaptive time-step scheme.

2.1.2 Chemistry

The Enzo chemistry solver is built on the works of Anninos et al. (1997a); Abel et al.

(1997). A more detailed description of its functionality is available in chapter 2.3,

a chemistry package built upon the default Enzo solver. Additionally, the complete

12-species model is available in Fig. 2.1. For metal cooling, a simple metal cooling

function exists that assumes gas is fully ionised at a constant metallicityZ = 0 :5 Z� .

Alternatively, CLOUDY cooling (Ferland et al., 2017) is available as the more sophis-

ticated solution to metal cooling. This method (Smith et al., 2008) interpolates over
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pre-computed cooling tables and can be up to 5 dimensional: density, metallicity, elec-

tron fraction, temperature and redshift. Contributions to cooling from the metal-free

non-equilibrium cooling mechanisms are applied on top of the contributions made from

metal cooling and computed within the same sub-cycle as the chemistry and cooling

solver.

2.1.3 Star Formation and Feedback

The complexities of modelling star formation from �rst principles make it exceedingly

di�cult to implement into a cosmological simulation. The very high densities and the

extremely small length scales mean that the required computational power is far too

great. As such, simpli�ed criteria are used to �ag cells where star formation would be

likely to occur. As such, star formation in Enzo can be treated in general as simply

a grid cell that has been examined and ful�ls a speci�c set of criteria. These criteria

can be very simple or much more complex and numerous depending on what type of

star formation a user would like to use. The general treatment of star particles is as a

cluster or group, i.e. as a stellar population that evolves according to its IMF, but this

is not the case for all star formation methods inEnzoas will be discussed.

2.1.3.1 Cen and Ostriker Star Formation

Before looking at the speci�c Pop III star formation routine in Enzo, �rst, a description

of the Cen & Ostriker method will be given (Cen & Ostriker, 1992), as this provides

the basis for other star formation routines. This method makes a number of assump-

tions about the gaseous environment necessary for star formation, such as a substantial

overdensity, converging gas �ow that is gravitationally unstable. Speci�cally, each cell

that is at the highest level of local re�nement is analysed at every time step to check

whether it meets the following criteria

� b=�� b � �; (2.1)

r � vb < 0; (2.2)

tcool < t dyn �
p

3�= 32G� tot ; (2.3)

mb > m J � G� 3=2� � 1=2
b c3

�
1 +

�� d

�� b

� � 3=2

: (2.4)

Here, � is the desired overdensity threshold,mb and mJ are the baryonic mass and

Jeans mass of a cell respectively and c is the cellular isothermal speed of sound. The

mass of a star particle is given by

m� = mb
� t
tdyn

f � e� ; (2.5)
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Figure 2.1: Overview of the complete-12 species chemistry network inEnzo, including

radiative processes
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f � e� denotes the star formation e�ciency parameter. If the condition m� > m min is

ful�lled, a star particle is inserted into the cell with a set of attributes. The particle is

assigned a unique index number, mass, time of formation (t tform ), metallicity fraction of

cellular baryonic material (f Zb), and a localised dynamical free-fall time (tdyn ). The star

particle is inserted centrally within the cell, and a gas mass corresponding to the star

particle mass is removed from the cell. Additionally, a star particle is given identical

peculiar velocity to that of the gas within the cell. Although star particles are modelled

in the code to form instantaneously, the e�ects of varying timescales for star particle

feedback cannot follow this prescription to account for stars taking much larger periods

of time to form and die. Consequently, the mass of stars formed at time t, with a

time-step � t is given by

� msf =
Z t+� t

t

dM
dt

dt =
Z � 1

� 0

m� �e � � d� = m�
�
(1 + � 0)e� � 0 � (1 + � 1)e� � 1

�
; (2.6)

where � 0 = ( t � t form )=tdyn and � 1 = ( t + � t � t form =tdyn ). The supernova feedback

parameter is one parameter that may be calibrated using a combination of observation

and theory. For example, take the case of a single supernova that has a corresponding

200 M� of star formation that accompanies it and feeds back� 1051 ergs of thermal

energy, the supernova feedback parameter can be given as

f SN =
1051erg

200 M� c2 ' 3 � 10� 6: (2.7)

2.1.3.2 Population III Star Formation

The Cen & Ostriker method above forms one of the original methods of general, non-

speci�c star formation. In order to explain the `recipe' Enzo uses for Pop III star

formation, the Cen & Ostriker method must be described as above, due to forming

the basis of the Pop III star formation routine (Wise & Abel, 2008). This method

restricts a star forming halo to a single primordial star. Similar to the previously

discussed formation criteria, a Pop III star is formed when the following conditions are

met within a cell:

1. An overdensity (baryonic) � 5 � 105

2. A converging gas �ow/velocity �eld, ie (r � vgas < 0)

3. A molecular hydrogen(H 2) fraction > 5 � 10� 4

These conditions are thought to be typical of metal-free clouds undergoing collapse

approximately 10 Myr before the birth of a Pop III star (Abel et al., 2002). The

criteria regarding the molecular hydrogen fraction are required to limit star formation

to molecular hydrogen clouds with large rates ofH2 formation relative to H2 radiative
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dissociation. In the case of multiple cells returning positive �ags for star formation

neighbouring each other, only a single star is able to form. The Pop III star particle

mass is sampled from an IMF

f (logM )dM = M � exp

"

�
�

Mchar

M

� �
#

: (2.8)

Once the conditions are met, a star particle will then form instantaneously, whereby the

mass of the star is uniformly removed from a sphere containing twice the stellar mass,

centred on the star particle, which isotropically emits mass-dependant Lyman-Werner

and hydrogen ionising photons until the stars death. These mass-dependant properties,

including stellar lifetime, are taken from Schaerer (2002).

2.2 Physical Equations and Numerical Method

For our purposes, we do not need to consider the e�ect of a magnetic �eld at this

time. Therefore, a description of the Eulerian equations of ideal MHD in a comoving

coordinates system including gravity follows, without the magnetic �eld e�ect

@�
@t

+
1
a

r � (� v) = 0 ; (2.9)

@�v
@t

+
1
a

r � (� vv + I p� ) = �
_a
a

� v �
1
a

� r �; (2.10)

@E
@t

+
1
a

r � [(E + p� )v] = �
_a
a

(2E) �
�
a

v � r � � � + � +
1
a2 r � Fcond: (2.11)

From the equations above,E , � , and v denote the total comoving �uid energy density,

the comoving gas density, and the peculiar velocity, respectively.I is the identity matrix

and a is the cosmological expansion parameter. Additionally, radiative processes such

as � for cooling and � for heating are represented, as is the thermal heat conduction

�ux Fcond. Equation 2.9 is the conservation of mass, whereas 2.10 represents the con-

servation of momentum and 2.11 is the sum of kinetic and thermal �uid energy, i.e. the

conservation of �uid energy equation. The total comoving �uid energy density, E , and

the total isotropic comoving pressurep� can be given by

E = e+
�v 2

2
; (2.12)

p� = p; (2.13)

wheree is the comoving thermal energy density andp is the thermal pressure. Equation

2.13 has an additional term when magnetic �elds are taken into account, otherwise, the

comoving isothermal pressure is simply equal to the thermal pressure. Additionally,

Fcond = � f sp� sp~r T; (2.14)
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where f sp is a fraction of the Spitzer conductivity � sp: It should be noted for our

simulations that conduction is not included. An equation of state and Poisson's equation

for the gravitational potential for an ideal gas with a speci�c heat ratio  are de�ned as

e =
p

( � 1)
; (2.15)

O2� =
4�G

a
(� total � � 0): (2.16)

The gravitational potential, � , is derived from the total mass density contrast, such that

� total = � gas + � dm + � stars and � 0 is the mean density. This is di�erentiated in order

to �nd the acceleration �eld ~g which in turn is integrated into each individual particle

and grid cell.

For the cosmological terms, the scale factor

a �
1

(1 + z)
; (2.17)

follows a smoothed, homogeneous background undergoing expansion, where the redshift

z, is a function of t only. Spatial derivatives conversely are derived with respect to the

comoving position x. Doing so removes the e�ect of universal expansion from the

coordinate system. The scale factor evolution follows the second Friedmann equation

•a
a

= �
4�G

3

�
� +

3p
c2

�
+

� cc2

3
; (2.18)

where� is the volumetric mass density of both baryonic and dark matter,p is the comov-

ing background pressure and� c is the cosmological constant. Note that it is assumed

the Universe's radius of curvature is not signi�cant, and the equations are limited to

the non-relativistic regime. As long as the simulation box size is small compared to the

radius of curvature and Hubble length

HL = c=H; (2.19)

wherec is the speed of light in a vacuum andH = _a=a is the Hubble constant. Enzo's

collisionless components, such as dark matter and star particles are modelled as N-body

particles, the dynamics of which are given by Newton's equations in a comoving frame

dx
dt

=
1
a

v; (2.20)

dv
dt

= �
_a
a

v �
1
a

r �; (2.21)

where v is the peculiar velocity and � is the gravitational potential. The relation

between comoving and proper coordinates is denoted by

~x =
~x0

a
(2.22)
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~v = ~v0�
_a
a

x0 (2.23)

� = a3� 0 (2.24)

p = a3p0 (2.25)

E = a3
�

E 0�
_a
a

~x0� ~v0�
1
2

(
_a
a

)2~x0
�

(2.26)

� = � 0+
1
2

•a
a

~v0 (2.27)

Any collisionless particles are evolved through a single time-step with the drift-kick-

drift algorithm (Hockney & Eastwood, 2021), such that

xn+1 =2 = xn +
� t
2an vn (2.28)

vn+1 = vn

 

1 �
_an+1 =2

an+1 =2

!

+
� t

an+1 =2
gn+1 =2 (2.29)

xn+1 = xn+1 =2 +
� t

2an+1 =2
vn+1 ; (2.30)

wheren is the state of a variable at a given time,x and v are the position and velocity

of the particle respectively and� t is the size of the time step.

2.3 Grackle

The Grackle (Smith et al., 2017) chemistry and cooling library for astrophysical sim-

ulations can be used in the place of the nativeEnzo chemistry solver. Dating back to

1995 with work done by Anninos et al. (1997b) in developing primordial gas-focused

Eulerian code, which was implemented as the nativeEnzochemistry solver in 2000, the

�rst iteration of Grackle came from an extraction of the core chemistry and cooling

mechanisms fromEnzo. In much the similar fashion to Enzo, Grackle treats the same

12 primordial species, although it includes a few processes thatEnzodoes not account

for.

2.3.1 Chemical Network and Numerical Method

An overview of the reactions included inGrackle can be seen in �gure 2.1 with the

addition of the equation

H + H ! H2 + GRAIN ; (2.31)

for the 9-species chemistry network, and two additional reactions for the collisional

ionisation of H with H and He atoms (important when the fractional ionisation of the gas

is very low and competes with collisional ionisation of H by e), for the 6-species network.

Additionally, the collisional dissociation of H2 by H atoms is treated following the
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prescription from Martin et al. (1996) which allows validity in the high density regime

where H2 level populations approach their local thermodynamic equilibrium (LTE).

Enzo accounts only for the e�ects of direct collisional dissociation whereasGrackle

accounts for this in addition to dissociative tunneling. Due to the signi�cant uncertainty

in the rate of the three-body-reaction 1.34, the user is able to select from a range of rate

coe�cients that govern this reaction. By default, the rate coe�cient from Abel et al.

(2002) is used for this purpose.

The Grackle kinetic network solver takes a general form for the rate of change of a

species densityni as
@ni
@t

=
X

j

X

l

kjl nj nl +
X

j

I j nj ; (2.32)

kjl is the reaction rates for speciesj and l and I j is the corresponding radiative rate.

Grackle groups together creation and destruction rates and equation 2.32 becomes

@ni
@t

= Ci (T; nj ) � D i (T; nj )ni ; (2.33)

where Ci is the total species i creation rate andD i ni is the total species i destruction

rate. A simple, low order backward di�erence formula (BDF) method is used in place

of a higher order method primarily due to its stability. Equation 2.33 can also be

re-written in BDF form as

nt+� t =
C t+� t � t + nt

1 + D t+� t � t
: (2.34)

Instead of a full BDF implementation, a set of partial updates that combines with sub-

cycling acts as a faux BDF method. This involves ordering the various species densities

in a speci�c manner and given as H, H+ , e� , He, He+ and He++ for the 6-species model

and H2, H� , and H+
2 for the 9-species model. Decoupling of the H+2 density is allowed

due to its short timescale and expressed as

nH+
2

=
k9nH nH + + k11nH 2 nH + k17nH nH + + k29nH 2

k10nH + k18ne + k19nH � + k28 + k30
; (2.35)

2.3.2 Primordial Heating and Cooling

The Lagrangian energy equation can be evolved withinGrackle , which considers nu-

merous cooling and heating processes

de
dt

= � _ecool + _eheat ; (2.36)

The 9-speciesGrackle primordial network includes the following:

1. Collisional excitation of nenH , n2
enHe+ and nenHe+

2. Collisional ionisation of nenH , nenH e, nenHe+ and n2
enHe+

3. Recombination cooling fornenH , nenH e and nenHe++
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4. Bremsstrahlung for all ionised species

5. Compton heating and cooling o� of the CMB

6. Photoionisation heating for H, He and He+

7. H2 cooling

The default cooling rate for non-equilibrium species inGrackle is adopted in a density

regime dependant manner. In the low-density regime, the cooling rate is computed

from collisions with H, H2, He, H+ and e� from a range of sources (Glover & Abel,

2008a; Yoon et al., 2008; Honvault et al., 2012). The high-density regime is dominated

by species in LTE, and therefore the cooling rate depends only on the temperature

with the rate taken from Galli & Palla (1998). At even higher densities than this, the

H2 cooling rate decreases as H2 lines become optically thick, whichGrackle is able to

account for.

For the simpler equilibrium case (ionising equilibrium), the cooling and heating

may be calculated using pre-computed tabulated values. The cooling rate per H atom,

assuming no incident radiation, is only a function of temperature and the cooling rate

can be looked up from a one-dimensional table. If there is radiation present, this

becomes a function of density and temperature, therefore requiring a two-dimensional

table. Grackle comes with pre-computed tables for:

ˆ The cooling rate �

ˆ The heating rate �

ˆ The mean molecular weight� as a function of density and temperature

Conversion between internal gas energy and temperature is done via

e =
kT

( � 1)�m H
; (2.37)

T is the gas temperature,k is the Boltzmann constant, e is the speci�c energy, � is

the mean molecular weight,  is the adiabatic index and �nally mH is the hydrogen

atom mass. After the gas temperature has been calculated, interpolation over the

multidimensional tables is done to compute the heating and cooling due to primordial

species. For cosmological simulations, the CMB acts as a temperature �oor under which

the gas cannot radiatively cool below. This yields a �nal cooling rate as

� �nal (T) = �( T) � �( TCMB ): (2.38)
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Figure 2.2: A table with all metal reactions included within the extended Grackle

chemistry network. Reactions from Smith et al. (2017)
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Figure 2.3: A table of the complete dust model solved by the extended network.
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2.3.3 Metal Heating and Cooling

Metal cooling in Grackle is done in a similar manner to the primordial equilibrium

method, where the impact of metals is calculated from tables of heating and cooling

rates. These metal cooling tables consider all elements that are heavier than helium

up to Z = 30. Three di�erent models can be used to calculate the tabulated cooling

depending on the conditions. Two apply for a UV background and the other only

considers collisional ionisation (no radiation). The cooling and heating rates, in addition

to the mean molecular weights, are calculated withCloudy, a photoionisation simulation

code.

2.3.4 Dust

The surface of dust grains can act as a catalyst for the e�cient formation of molecules,

most notably H2 with a sensitive dependence on the dust grain temperature, which itself

is determined by the balance between radiative heating and thermal emission such as

4�T 4
gr� gr

= � gas/grain + 4 �T 4
rad � gr ; (2.39)

where Trad is the radiation temperature of the CMB, � gr is the dust grain opacity and

� is the Stefan-Boltzmann constant. Therefore, the heat transfer rate for dust/gas per

unit dust mass is given as

� gas/grain = 1 :2 � 10� 31n2
H

� gr

�
T

1000K

� 1=2

(1 � 0:8e� 75=T )(T � Tgr)erg s� 1g� 1; (2.40)

Note that this term can be positive or negative for a given set of gas and dust temper-

atures. � gr is the dust mass density. It is assumed that the dust/gas mass ratio scales

with metallicity (remains constant), and the dust grain opacity is given by

� (Tgr) /

8
>>><

>>>:

T2
gr ; Tgr < 200K;

constant; 200K < T gr < 1500K;

T � 12
gr ; Tgr > 1500K;

(2.41)

� (Tgr) takes a normalisation value� (Tgr = 200K ) = 16cm2g� 1. The high temperature

regime criteria are designed to mimic the e�ects of grain sublimation. Finally, the dust

temperature is used to calculate the rate coe�cient for H2 formation on dust, which as

previously stated is dependent on both dust grain and gas temperatures.

A quick note to make about the ionisation from simulations that include radiative

transfer, Grackle does not perform any radiative transfer itself but takes photoionisation

rates and the photo-dissociation rate for H2 from its parent code. This coupling only

applies to the primordial species.
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2.3.5 Modi�cations

Initial attempts were made to extend the Grackle chemistry model to include the

metal reactions from Omukai et al. (2005b). Although appreciable progress was made

on this front, numerous errors (e.g. segmentation faults) appeared, as one would ex-

pect from making signi�cant modi�cations to the source code. With the release of the

Grackle-metal-dust-radiation branch and �rst seen in Chiaki & Wise (2018b), a

comprehensive overhaul of theGrackle treatment of metals by Gen Chiaki fully im-

plemented and tested the Omukai (2000) metal network inGrackle detailed below.

All modi�cations to the Grackle side were done by Gen Chiaki. Enzo is limited to

tracking only the primordial species by default, therefore, for the purposes of tracking

primordial water formation, the addition of other heavy molecules is essential. Firstly,

the Grackle chemical network has been extended to include an additional 3 primor-

dial species: HeH+ , D� and HD+ in addition to 19 metal species: C+ , C, CH, CH2,

CO, CO+ , CO2, O, O+ , OH, OH+ , H2O, H2O+ , H3O+ , O2, O+
2 , Si, SiO, and SiO2.

Fine-structure level transition cooling of C+ , C and O species for systems of 2, 3, and 5

levels respectively are considered (Santoro & Shull, 2006). The rotational level transition

cooling rates of the species: OH, H2O, and CO are interpolated from tables taken from

Neufeld & Kaufman (1993); Neufeld et al. (1995); Omukai et al. (2010) respectively.

The dust treatment in Grackle has been extensively modi�ed and extended on top

of the default dust machinery. Fragmentation via enhanced gas cooling is ampli�ed by

the presence of dust grains and the following thermodynamic e�ects of dust on gas must

be modelled:

1. H2 formation on dust

2. Opacity (continuum)

3. Gas cooling via dust thermal emission

4. Gas-phase metal accretion onto dust grains

The �rst 3 processes are present in the unmodi�ed ofGrackle , and the �nal has been

newly introduced. The complete set of reactions added toGrackle are listed in Fig.

2.3. The addition of 8 grain species: Si (metallic silicon), Fe (metallic iron), Mg2SiO4

(forsterite), MgSiO3 (enstatite), C (amorphous carbon), SiO2 (silica), MgO (magnesia)

and FeS (troilite) are included in the extended dust model. The opacity is estimated as

� cont = ( � p� +
X

i

� i � i )lJeans; (2.42)

where � p and � i are the Plank mean opacities of the primordial gas and a dust grain

speciesi respectively, � i is the mass density for a dust grain speciesi and lJeans is
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the Jeans length which is used as a shielding length. In the higher density regime,

nH � 1010(Z=10� 4Z � ) � 2 cm� 3 grain growth is able to occur and cloud fragmentation

becomes enhanced. At densities> 106 cm� 3, the dominant silicon species is SiO, and

therefore the silicate grains are expected to grow within the Pop III SN dust model.

Corresponding changes need to be made to theEnzo source code as a method to

inject the non-primordial species into the simulation, this is done by altering the Pop III

supernova feedback routines. The metal and dust abundances are taken from a variety

of sources, however when limited to just supernovae:

ˆ Pop III Core-Collapse supernovae with progenitor masses: 13, 20, 25 and30 M�

(Nozawa et al., 2007)

ˆ Pop III faint supernovae with progenitor masses: 13, 50 and 80M � (Marassi et al.,

2014)

ˆ Pop III Pair-Instability supernovae with progenitor masses: 170 and 200M �

(Nozawa et al., 2007)

Figure 2.4: The blue solid line represents the abundance[X=Fe] for the major elements

X relative to iron for the caseMprogenitor = 13 M � . The dashed orange line represents

the number fraction of nuclei that are condensed into dust grains via the dust formation

and destruction model at a gas densityn = 1 cm� 3 (Chiaki & Wise, 2018a).

2.4 KROME chemistry

Both packages have strong advantages and disadvantages, however, this section will be

dedicated to describing theKROMEchemistry package.KROMEwas developed to provide

an accurate and e�cient solution to 3D hydrodynamical simulations without too high

a computational cost.
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2.4.1 Physical Equations and Numerical Method

Given a set of initial species which react to form new species through a set of chemical

reactions, these can be represented as a set of ordinary di�erential equations (ODEs),

or mathematically, a Cauchy problem. Explicitly written for the variation of the i th

species number density

dni

dt
=

X

j 2 F i

0

@kj

Y

r 2 R j

nr (j )

1

A �
X

j 2 D i

0

@kj

Y

r 2 R j

nr (j )

1

A ; (2.43)

where the �rst sum is the creation contribution to the i th species, whilst the second

sum is the destructive contribution to the i th species. The reactantsRj are part of the

j th reaction, and the number densities are given bynr (j ) for each reactant for the j th

reaction at time t. Each reaction also has a corresponding rate coe�cient,kj , that most

commonly is a function of temperature, but can be a function of other parameters.

The thermal evolution of an astrophysical system is required to accurately track the

overall propagation of the system itself, and thereforeKROMEintroduces an additional

ODE
dT
dt

= (  � 1)
�( T; �n) � �( T; �n)

kb
P

i ni
; (2.44)

where � and � are the heating and cooling terms in erg cm� 3 s� 1 respectively,kb is the

Boltzmann constant and the sum is the total gas number density (cm� 3). Additionally,

 is de�ned as (Grassi et al., 2011)

 =
5nH + 5nHe + 5ne + 7nH 2

3nH + 3nHe + 3ne + 5nH 2

; (2.45)

ni is the number density of a given element. This value changes for di�erent compo-

sitions of gas. For example, ideal atomic gas comprised of hydrogen gives = 5=3,

whereas for gas that is fully molecular hydrogen = 7=3 instead. Equations 2.43 and

2.44 are solved simultaneously for both stability and accuracy, however, these are able

to be solved independently where the temperature is realised outside of the system if

that is desirable.

2.4.1.1 Cooling

KROMEhas numerous cooling functions available that can be applied in di�erent systems.

Firstly, atomic cooling (Cen, 1992) regard the collisional ionisation processes for H,

He, and He+ from electrons, the recombination of H+ , He+ and He++ in addition to

dielectric recombination of He. The collisional excitation of all hydrogen energy levels,

helium 2, 3, 4 and triplet levels, and ionised helium level 2. Lastly, bremsstrahlung

for all ions is considered. As mentioned inx 1, the treatment of molecular hydrogen

cooling is essential to accurately model the gravitational collapse of pristine primordial
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gas clouds. KROMEincludes a prescription to include molecular hydrogen cooling from

two models, Galli & Palla (1998) and Glover & Abel (2008b). Both models converge

and yield a �nal cooling function

� H 2 =
nH 2� H 2;LT E

1 + � H 2;LT E =� H 2;n ! 0

: (2.46)

The high-density limit � H 2 ;LTE = HR + HV where HR and HV is the rotational and

vibrational cooling respectively. Given explicitly (Hollenbach & McKee, 1979)

HR = (9 :5 � 10� 22T3:76
3 )=(1 + 0 :12T2:1

3 )

� exp[� (0:13=T3)3] + 3 � 10� 24exp[� 0:51=T3];
(2.47)

HV = 6 :7 � 10� 19exp(� 5:86=T3) + 1 :6 � 1018exp(� 11:7=T3); (2.48)

whereT3 is simply T=103. The two methods diverge at the low-density limit. The Galli

& Palla (1998) method uses the following approximation

log(� H 2;n ! 0 ) = [ � 103 + 97:59log(T) � 48:05log(T)2

10:8log(T)3 � 0:9032log(T)4]nH :
(2.49)

This term is valid only in the temperature range 13 < T < 105 K. The Glover & Abel

(2008b) method is expressed as

� H 2;n ! 0 =
X

k

� H 2;k nk ; (2.50)

where k represents H, H2, He, H+ and e� and is valid within the temperature range

10 < T < 105 K for H and He, and 10 < T < 104 K for H + and e� . These terms are

only valid within the optically thin limit, and once in the optically thick regime, the

inclusion of an opacity term is required. The optically thick molecular hydrogen cooling

term is, therefore, (Ripamonti & Abel, 2004)

� H 2;thick = � H 2;thin � min

"

1;
�

n
8 � 109cm� 3

� � 0:45
#

; (2.51)

where � H 2;thin is equation 2.46.

Metal cooling has various methods of implementation in a simulation viaKROME,

although at some signi�cant computational cost from solving a set of linear system

equations. For any given metal species, there is a corresponding set of energy levels,

transitions, and collisional partners which di�ers for every species. Metal cooling cal-

culations require known distributions of the metal population within the �ne-structure

levels. Every metal species has a matrix,M , which contains the transitional probabili-

ties between di�erent levels, such that

M ij =
X

k

nk  (k)
ij ; (2.52)
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M ji =
X

k

nk  (k)
ji + A ji ; (2.53)

for both the excitation from i ! j and de-excitation from j ! i respectively. k is the

index of the kth collision partner,  ji is the reaction rate for the j ! i de-excitation

and A ji is the Einstein coe�cient for spontaneous transition, explicitly

 ij =
gj

gi
 ji exp

�
� � E ji

kbT

�
; (2.54)

where� E ij is the separation of thei th and j th energy levels,gi and gj are the statistical

weights, kb is the Boltzmann constant and T is the temperature of the gas. Solving an

N � N linear system constituted of

X

i

ni = ntot ; (2.55)

and

ni

X

j

M ij =
X

j

nj M ji ; (2.56)

where 2.55 is a conservation equation and 2.56 is an N - 1 equation. Furthermore,

M denotes the mixing matrix with the transitional probabilities and ni is the number

densities for the i th level, and in this case is a representation of the unknowns within

this linear system. Following the determination of the number densities at eachn level,

an expression for the total metal cooling can be expressed as

� Z =
X

ij

ni � E ij A ij (2.57)

2.4.2 Computational Framework

KROMEchemistry is built upon a python pre-processor that generates all necessary

FORTRANsubroutines and modules that cover the complete chemical evolution of a sys-

tem that a user de�nes. Depending on the nature of the simulation, a pre-written

network can be selected or one can be created in a format that generally includes the

reaction index, the reactants, products, temperature limits, and rate coe�cients in a

comma-separated variable (CSV) �le format. The reaction network with command-line

options for heating and cooling processes provides everything necessary forKROMEto

generate all the requiredFORTRAN�les to be coupled with an external code, referred to

as a framework code. What follows is an overview of the functionality ofKROMEand

how the KROMEmodules and subroutines interact. The greyedKROMEbox from �gure

2.5 is the mainKROMEmodule and the interface between the framework code and must

be called by the framework code for chemical evolution computation. The ODE solver

includes the (Double-precision) Livermore Solver for Ordinary Di�erential Equations

(DLSODES) solver, the di�erential equations under FEX, the Jacobian under JEX,
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Figure 2.5: A pictographic overview of the relationships between the various subroutines

and modules contained within theKROMEpackage (Grassi et al., 2014)

and the rate coe�cients represented by COE. FEX is connected to COE to calculate

the values of the rates for a given time and returnsdni =dt for a given species, and

also connected to HEATING and COOLING to return dT=dt. Additionally, it includes

DUST functionality if required. Not shown graphically are the same connections for

JEX, although they are there in the same way as FEX. The COOLING driver contained

within the cooling module calls the previously mentioned cooling functions in Ÿ2.4.1.1

and includes a further call to LAPACK to solve equation 2.56. HEATING works in

much the same way as COOLING, only a call to QROMOS is made to compute the

integrals instead. Lastly, KROMEprovides the UTILS functions, to retrieve species and

reaction information in addition to the USER_COMMONS that contains a set of com-

mon variables.

2.4.2.1 ODE system

The FEX module stores the system of ODEs that comprise the core of whatKROMEis,

as the chemistry of a system is determined by each species di�erential equation. FEX

is called by the solver every timedni =dt requires evaluating. The system of ODEs is

given in the following groups

dni

dt
=

X

j 2 F i

Rj (�n; T ) �
X

j 2 D i

Rj (�n; T )8i 2 species; (2.58)

dnij

dt
= Gij (N j ; T) � Sij (nj ; T)8i 2 dust; j 2 types; (2.59)

dn

dt
=

dndummy

dt
=

dnCR

dt
= 0 ; (2.60)

dT
dt

= (  � 1)
�(� n; T ) � �(� n; T )

kb
P

i ni
; (2.61)

�n is an array that contains the number densities of all species. Speci�cally, equation 2.58

is the set of equations that represent the chemical species ODEs, and equation 2.59 is the
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set that represents the dust bin evolution ODEs. Equation 2.60 is the "utility" species

representation, meaning the photons ( ), cosmic rays (CRs) and dummy (dummy is

employed to cope with the implicit ODE representation). This set is conventionally

set to 0 unless speci�cally de�ned by the user. Finally, the last set, equation 2.61 is

responsible for the gas temperature evolution. Equations 2.58, 2.59 and 2.61 all have a

function that depends on species abundance, dust grain abundance, and temperature,

and are therefore all intimately linked. Because of this, the high order DLSODES

solver is required. The DLSODES solver has the advantage of being able to compress

a sparse Jacobian matrix, which astrophysical systems typically present in association

with their system of ODEs. This attribute allows signi�cant speed-up in computation.

Additionally, the tolerance of this solver can be split into the relative and absolute

tolerances, RTOL and ATOL respectively, and expressed as

� i = RTOL i � ni + ATOL i ; (2.62)

where the i th species is represented as previously. RTOL is the relative error to the

size of each solution and ATOL is a threshold, below this value, the solution is regarded

as insigni�cant for the purposes of the system of ODEs. Although these values can be

user-de�ned, they are by default RTOL = 10 � 4 and ATOL = 10 � 10.

2.4.2.2 Implicit or Explicit Solutions

ODE implementation within the FEX module can be done either explicitly or implicitly

(unrelated to the solver method, DLSODES is always an implicit BDF). An example of

the most e�cient explicit writing of the RHS in the ODE is with the updates to the H,

H2, O, and OH species via the reactions

H + H
k1�! H2; (2.63)

H2 + O
k2�! OH + H ; (2.64)

OH
k3�! H + O : (2.65)

This allows the di�erential form of the changes in atomic hydrogen to be expressed as

dnH

dt
= � k1nH nH + k2nH 2 nO + k3nOH ; (2.66)

The same di�erential format can be applied further to any species. Alternatively, for

large reaction networks (> 500 reactions), an implicit scheme may be used whereby a

loop cycle is applied to the three di�erent reactions from equation 2.66 for example.

This is explicitly written in the algorithm below. The bene�ts of the implicit scheme

are increased e�ciency during compilation and consequently a much more compact

implementation. The explicit scheme is faster at run-time, however, compared to the
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implicit scheme, and therefore for small networks, the suggestion is always to use the

explicit scheme.

for i 2 reactions do

F = ki n(r1)n(r2)

dn(r1) = dn(r1) � F

dn(r2 = dn(r2) � F

dn(p1) = dn(p1) + F

dn(p2) = dn(p2) + F

end for

2.4.2.3 Jacobian

In an ODE system, the Jacobian is an N� N matrix

J ij =
@2ni

@t@nj
; (2.67)

for N equations with ni and nj abundances for thei and j species. The JEX module

can be either evaluated by the solver itself or provided to the solver explicitly. For a

varying temperature, the rows and columns must be included in the(N + 1) � (N + 1)

matrix

JT j =
@2T

@t@nj
; (2.68)

J iT =
@2ni

@t@T
; (2.69)

JT T =
@2T
@t@T

: (2.70)

Evaluation of the above terms must be done numerically with a linear approximation,

due to the temperature ODE being dependent on both heating and cooling functions

which makes an algebraic solution di�cult. Evaluation of Jacobian elements at a given

time t, is given by

JT j (t) =
�( nj + @n) � �( nj )

@n
; (2.71)

�( n) is a function that computes dT=dt as in 2.44,@n= �n j is the change of thej th

species and� = 10 � 3. Equation 2.69 and 2.70 require a call to FEX withT + @Tfor

evaluation, speci�cally

J iT (t) =
FEX j (T + @T) � FEX j (T)

@T
; (2.72)

JT T (t) =
FEX T (T + @T) � FEX T (T)

@T
: (2.73)

FEX j is the j th term of a function that returns an array containing the RHSs of di�er-

ential equations, and@tis de�ned as @t= �T .
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2.4.3 KROME Test Suite

Although KROMEcomes with a large set of built-in tests such as dust, 1D shock and

planetary atmospheric chemistry, only the cloud collapse test (henceforth the One-Zone

test) is applicable to test the validity and accuracy of the network that will be used

for all simulations. The One-Zone test considers a simple spherical cloud-collapse with

a chemical reaction network that includes rates from Omukai et al. (2005a). The test

is initialised with the initial conditions n = nH = 1 cm� 3, ne = 10 � 4 cm� 3 and

T = 100 K. Additionally, the metal abundances are scaled to the metallicity with the

solar abundance patterns from Anders & Grevesse (1989). The free-fall time is de�ned

as

t f f =

r
3�

32G�
: (2.74)

Therefore, the time evolution of the system can be expressed as

d�
dt

=
�

t f f
: (2.75)

Further detail on the One-Zone free-fall test and its applications will be included in

subsequent sections.

2.5 Simulation Setup

A simulation in Enzo must be set up with the appropriate simulated box size. For

instance, an isolated star's host halo would require a box size of 0.25 Mpc3 for a halo

to reach � 106 M � by redshift 15 which is su�cient for an isolated star formation.

Conversely, for a proto-galaxy halo candidate, a box size signi�cantly larger is required.

A halo that can reach � 108 M � by redshift 15 requires a box size of 100 Mpc3. It may

be possible to use a smaller box size for the desired halo mass, however, a larger box

size gives a greater likelihood that a good candidate can be found.

2.5.1 MUSIC, Random Seed Filtering, and Halo Finding

Crucially, any simulation requires a starting point where the universe can be described

by a linear matter power spectrum. This means that we require a simulation starting

point where matter �uctuations are Gaussian in their distribution, before a time when

gravitational collapse occurs and structure emerges. Therefore, a starting redshift of

200 is appropriate for our simulations. The MUSIC (Multi-Scale Initial Conditions)

(Hahn & Abel, 2011) code is used to set the initial conditions for our simulations. MU-

SIC uses the Planck 2016 cosmological parameters[
 m = 0 :3089; 
 � = 0 :6911; 
 b =

0:04860; H0 = 67:74; � 8 = 0 :8159; ns = 0 :9667](Ade et al., 2016) to generate multi-scale
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initial conditions, with multiple levels of re�nement for zoom-in cosmological simula-

tions. The algorithm uses an adaptive convolution of Gaussian white noise with a real

space transfer function kernel, coupled with a multi-grid Poisson solver which generates

displacements and velocities. A user needs to specify additional parameters in the MU-

SIC input �le, such as the random seeds, box size and number of nested grids depending

on the nature of the simulation. Through testing, it is obvious that simply selecting a

single 100 Mpc3 box and expecting it to contain a halo of108 M � by redshift z = 15

would not be possible, due to the scarcity of halos at this mass. For this reason, we �l-

ter through random seeds in low-resolution DM only simulations. The characteristics of

these simulations were the lack of any nested grids, from redshift 200 to 15 without any

baryonic matter. At the conclusion of a run, the HOP halo �nder (Eisenstein & Hut,

1998) is used to �nd the largest halo of the simulation. If the mass of the largest halo at

the conclusion of a simulation is insu�cient, the random seeds are altered and the same

procedure is followed until the desired halo is discovered. The HOP halo �nder works

by assigning every dark matter particle its own estimate for local density, and then

the algorithm "hops" from one particle to a denser neighbour, and in doing so creates

chains of linked particles. Each particle is linked to its nearest densest neighbour until a

particle is reached that is its own densest neighbour, at which point the chain is ended.

If a chain shares the same densest particle as another chain, it is grouped together.

Once the process has been completed, HOP returns a halo catalogue that includes the

halo index, the halo mass in solar masses and the maximum density coordinates among

other values. Once such a catalogue contains the coordinates of a desired halo, these are

input into MUSIC with nested grids and baryonic matter, whilst maintaining the same

initial random seeds. The coordinates are the location that the nested grids are centred

around, and the extent of the �ner nested grids is set to 0.23 the volume of the box.

The ROCKSTARhalo �nder works similarly to the HOP halo �nder. The algorithm sorts

the particles in the simulation based on their spatial positions, which are then divided

into smaller patches. The algorithm then identi�es potential halo seeds by performing

a search for high-density regions within these patches, which indicate the presence of

DM halos. The particles are then linked in order to expand the initial seed regions to

�nally form complete halos.



Chapter 3

Testing

In this chapter, I will detail the various tests performed to validate the chemical network

behaviour, in addition to the preliminary cosmological tests using the unaltered version

of Enzo. Additionally, I describe the tests performed to identify a suitable candidate

for a protogalaxy and compare the preliminary cosmological tests with those done after

switching the chemistry solver fromEnzoto KROME. All tests detailed in sections 3.1, 3.3

and 3.4 are the sole work of Christopher Jessop, whilst section 3.2 is the work of Gen

Chiaki (see section for reference).

3.1 Initial Cosmological Simulations

Before any modi�cations to the Enzo simulation code, we must �rst initialise two cos-

mological simulations in order to �nd an appropriate host halo and form a baseline with

which to test against. A preliminary low-resolution simulation is initialised within a 0.25

Mpc box with AMR switched o� (no nested grids). The simulation starts at redshift

z = 200 and evolves down to redshiftz = 15, at which point the halo with the highest

mass is determined using the HOP halo �nder (see section 2.5.1). A halo with mass

M halo = 2 :66� 106M � is discovered, which is su�ciently massive to pass the threshold

for H2 cooling to become e�ective. This halo will be the host for all isolated Pop III star

simulations going forward. Using identical seed values, the simulation is reinitialised

with AMR switched on. The coarse grid retains a value of28 = 256 cells/dimension

whilst the new �nest nested grid has a value210 = 1024 cells/dimension, and this nested

grid takes up 20% of the simulation box volume. An initial value of 7 is selected for

both the MaximumRefinementLeveland MaximumGravityRefinementLevel which gives

an approximate spatial resolution of 0:4 pc/h pc. The simulation is evolved almost

identically from redshift z = 200 and conditions for star particle creation are met at

redshift z � 19. A phase plot indicating the characteristics is shown in Fig. 3.1. At

the moment just prior to star formation, the previous data dump is used as the initial

65
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conditions to restart from, and two simulations are created at this point with PISN and

a CCSN progenitor mass stars havingM star = 180 and 25M � respectively.

Figure 3.1: A phase plot of density and temperature of the host halo immediately prior

to star formation

The PISN progenitor emits hydrogen ionising photons at a rate ofQ(H ) � 2 � 1050

s� 1 and H2 dissociating photonsQ(H2) � 2:5 � 1050 s� 1 until it reaches the end of its

life at t life � 2:2 Myr. A D-type shock front is created and expands to 100 pc in each

direction after t life has elapsed. The temperature both within this region and external

to the I-front approaches 105 K. Finally, the progenitor star dies and the SN explosion

occurs, driving the temperature past108 K in the free expansion carrying with it the

newly synthesised metals. The simulation is evolved for an additional 3.3 Myr, long

enough for the explosion to reach and interact with the I-front after 50 kyr. Conversely,

the 15 M� CCSN progenitor has a lifetime t life = 10 Myr and emits hydrogen and

H2 dissociating photons at a rate ofQ(H ) � 1:4 � 1048 s� 1 and Q(H2) � 1:7 � 1048

s� 1 respectively. The HII region generated by the lower mass CCSN progenitor is far

smaller, and almost "trapped" within a very small radius of the halo, whereas the HII
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Figure 3.2: Thermal evolution comparison between Omukai et al. (2005a) and the fully

extendedGrackle chemistry network 3.2.

region generated by the PISN progenitor is extensive and the halo is almost completely

photo-evaporated.

3.2 Grackle Tests

The Grackle modi�ed chemistry network has undergone a comprehensive external test

regime by the primary author, Gen Chiaki. The tests are compiled within a pdf (Chiaki,

Chiaki). The most important test is shown in �g. 3.2, which is the thermal evolution

for various metallicities, identical in function to the KROMEstandalone test detailed

further within the chapter. It is clear to see that there is little to no deviation between

the two �gures, highlighting the accuracy with which the metal reactions have been

implemented.

3.3 KROME Chemistry

To track the chemical interaction of the metals produced by Pop III SNe, the chem-

ical network employed in Enzo has to �rst be switched from the default solver to an

external, and the external solver itself has to be altered to track each metal species

density �eld. The Omukai 2005 prestellar cloud network (Omukai et al., 2005a) was

selected speci�cally for this purpose and includes the necessary metal reactions to form

the foundation for the chemical network to be used in Pop III SNe simulations. The

following metal species will constitute the extended chemical network (in addition to

the primordial species):
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1. Carbon based: C, C+, CO, CO+, CO2

2. Oxygen based: O, O+, O2, O2+

3. Hydrogen based: H2O, H2O+, H 3O+

4. Methine group: CH, CH2, CH3

5. Hydroxy group: OH, OH+

The KROMEchemistry package was initially selected as the preferred method of im-

plementation due to the relative ease of both modi�cation and coupling toEnzo, as

detailed in section 2.4. Modi�cations were made to the chemical network to ensure

as much parity as possible between the primordial set of reactions betweenKROMEand

the default Enzo chemical solver, in addition to adding the necessary reactions from

the reduced Omukai network if they were not already present. Initial local machine

one-zone collapse tests with the dust absentKROMEnetwork (independent of Enzo) were

run and included the cooling processes of atomic, H2, and metal cooling to test the base

functionality of KROME, and to reproduce the corresponding thermal evolution plot from

Omukai 2005 (Figure 9). Following this, alterations were made to theKROMEinterface

that translates the network �le to the solver to mimic the presence of dust, to once

again reproduce the corresponding thermal evolution �gure in Omukai (�gure 11). This

test was run for a range of metallicities,[ Z
H ] = � 5; � 4; � 3; � 2; � 1 and 1, where [ Z

H ] =

log10( Z
Z local

). The results of this test are seen in �gure 3.3, where it is obvious there

is a good overall agreement between the two. For example, in the case of[ Z
H ] = � 4,

there remains very good agreement up until the density reaches106 cm� 3, where the

KROMEcase remains at higher temperatures of� 300 K, whilst the same metallicity

in the Omukai �gure shows further cooling to approximately 200 K. Additionally, for

[ Z
H ] = � 2, cooling is very slightly enhanced in theKROMEcase, reaching temperatures

lower than 10 K, whereas the corresponding Omukai metallicity remains above this

value. The discrepancies are obvious, however, they are minimal and may be attributed

to the slight di�erences in the primordial network and the chemistry solver itself.

The same test was re-run with the dust alterations using the same metallicities to

compare the abundance patterns for the species O, H2O, OH, and O2 betweenKROME

and Omukai �gure 5. The results of which are visible in �gure 3.4. The top row shows

the abundance patterns for [ Z
H ] = � 5, which matched most closely. The abundance

of H2O increases just beforen = 104 cm� 3 in the KROMEtest, whereas only after the

density has passed this point is the same increase seen in the Omukai plot. The peak

OH abundance is elevated in theKROMEtest, however, the densities where it increases

and decreases,n = 103 and 107 cm� 3 respectively, are consistent between the two.

This pattern is similar in the abundance evolution for O2, although the increase and
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Figure 3.3: Thermal evolution comparison between �gure 9 from Omukai et al. (2005a)

(top) and the KROMEcollapse test (bottom) in the absence of dust.

decrease occur at higher densities. The O abundance sharply decreases in both cases

but at a smaller density n = 104 cm� 3 in the KROMEcase, unliken = 106 cm� 3 in the

Omukai case. A similar pattern emerges for[ Z
H ] = � 4, the same evolution and peak

abundance evolution discrepancies appear for H2O, similarly for the shift in densities

at which OH increases and decreases, although the peak is more consistent between

the two cases. Additionally, the abundance of O2 increases and peaks above10� 10 in

the KROMEtest, but remains lower than this in the corresponding plot. Lastly, the �nal

metallicity case [ Z
H ] = � 3 shows the greatest degree of diversion between the two. The

abundance pattern for O matches closely, however the same cannot be said for H2O,
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which is driven well above10� 7 at its peak in KROME, but remains well below this in

Omukai, despite following one another very closely at lower densities ofn � 104 cm� 3.

The general shape of H2O as previously mentioned closely matches between the two

at lower densities, where the �rst step is seen and reaches approximately the same

abundance of� 10� 7, however, theKROMEcase reaches this value at lower densities of

n � 107 cm� 3 compared with n � 108 cm� 3 in Omukai. Furthermore, the KROMEcase

goes through a second step and jumps to abundances of9 � 10� 6 at n � 108 cm� 3,

before plateauing for the �nal time. Conversely, the Omukai case remains constant at

an abundance of7 � 8 � 10� 7, almost an order of magnitude lower. The most drastic

deviation from Omukai comes from the evolution of O2, where in both cases the initial

increase occurs at densitiesn � 104 cm� 3 and peaks at abundances of10� 7, however,

O is then removed from the system in theKROMEcase only.

The signi�cant impact of dust on the formation of H 2 becomes apparent when com-

paring the abundance evolution for the same species at any given metallicity within the

KROMEtest, both with and without the dust modi�cation. In the example case with the

metallicity [ Z
H ] = � 5, this comparison is given in �gure 3.5. At the low and intermedi-

ary densities ofn = 103 � 1011 cm� 3, water formation is heavily suppressed, most likely

due to the lack of dust grains to catalyse the formation of H2, and it is only when the

density rises to n = 5 � 109 cm� 3 that H 2O is able to form and reach a similar peak

abundance of� 9 � 10� 9, as in the instance where the dust model has been included.

It is important not to understate the signi�cance of the results presented in this �gure.

When dust is not modelled, H2O cannot form in any appreciable abundance until very

high densities of1010 cm� 3 are reached. This highlights just how crucial it is for the

dust machinery to �rst be present in a cosmological simulation, but also be modelled

correctly as the implications for water formation are huge. For this test, all functional-

ity is identical, bar the dust machinery which was completely removed to highlight this

e�ect.

Once it is ensured that theKROMEchemical network performed su�ciently well, both

from a performance (not too computationally expensive) and accuracy perspective, the

network has to then be coupled toEnzoand the corresponding one zone free-fall test has

to be repeated. AlthoughKROMEcomes with the functionality to generate anEnzopatch,

this does not extend to include the additional metal species. Likewise, the patch when

applied does not modify any speci�c problem type, i.e. the cosmological test that is

required for the simulations remains unmodi�ed. Only the base solver on theEnzoside

is modi�ed to call to KROMEinstead of its default solver. Due to this, the routines that

handle the cosmological and one zone free-fall test routines needed signi�cant modifying

to initialise and advect the non-primordial species. Once the modi�cations have been

made to the aforementioned routines, the free-fall test is initialised, and the results of
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(a) Omukai 2005 �gure 5a (b) KROME collapse test z=-5

(c) Omukai 2005 �gure 5b (d) KROME collapse test z=-4

(e) Omukai 2005 �gure 5c (f) KROME collapse test z=-3

Figure 3.4: Omukai and KROME test abundance comparisons for the metal species: C,

H2O, OH, and O2
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Figure 3.5: Comparison between theKROMEone zone collapse test at[ Z
H ] = � 5 with

dust machinery absent (top), and active dust machinery (bottom).

which are given in �gure 3.6. The test sets up a 2-dimensional grid that varies in both

energy and metallicity. The density is evolved according to the analytical solution for

the free-fall collapse, and the timestep calculation is done as some fraction of the free-

fall time, thus the timestep is continuously decreasing and the output has to be done in

cycles. At the lowest densities, the temperature rises to600K in the test with only the

primordial species, falling below100K after n = 106 cm� 3. Even at its lowest point, the

temperature barely falls below100 K. Conversely in the same test with the additional

metal species, cooling occurs immediately at the lowest densities, bottoming out at� 3

K before beginning to rise, and only when the density approachesn = 106 cm� 3 does the

temperature �nally exceed 100 K. This highlights the dramatic e�ect of metal cooling,

that is particularly e�ective at lower densities. The test also highlighted the importance

of properly initialising the free electron fraction. Speci�cally, the free electron density
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�eld is calculated by summing up the ionised species and typically would include only

ionised hydrogen and helium, with additional factors for atomic mass as this is a mass,

not number density. In the extended model, this had to be increased to include the

contributions from ionised oxygen and carbon as these are the only species initialised

to have non-zero abundance in the test.

3.4 KROME Cosmological Tests

A crucial step in determining the feasibility of the KROMEchemistry network in a cosmo-

logical environment was how it performed in a cosmological collapse test, both chemi-

cally and computationally. After the application of the patch to Enzo, a `tiny' cosmolog-

ical simulation was initialised as a �rst step. This tiny simulation consisted of a single

nested grid generated by MUSIC with minimum and maximum levels of 4 and 5 respec-

tively. This con�guration generates a coarse grid with 16 cells/dimension and the �nest

grid with 32 cells/dimension. The initial random seeds and cosmological parameters

are identical to those described in section 2.5.1. At this stage the actual chemistry and

physics of the system are not being scrutinised, only the computational machinery, i.e.

the additional metal species introduced by the solver are being correctly initialised to

their preset abundances and added to the grid and the grids themselves are initialised.

The tiny simulation was run from z = 200 to z = 20, and completion of the test with no

errors indicates a successful application of the patch. Following this, a high-resolution

simulation with two nested grids was initialised centred on a106M � halo. The coarse

grid has a resolution of 256 cells/dimension and the �nest has 1024 cells/dimension.

The simulation evolved from z = 200 with the full KROMEchemistry extended network

and terminated immediately prior to SF. In this process, the sequence of halo collapse

and molecular cooling is followed until the central region of the halo increases in physi-

cal gas density and meets the criteria for star particle creation (n > 106 cm� 3). At this

stage, the simulation was terminated before SF was able to occur.

Following this, an identical simulation was initialised with the KROMEchemistry solver

switched out with the native Enzo solver. The same procedure was followed, whereby

the system evolved fromz = 200 to z = 20 in order for the two chemistry solvers to be

directly compared. The bottom row of �gure 3.8 presents a slice through the central

region of the host halo using theEnzo base chemistry solver, displayed as both tem-

perature and hydrogen number density centred on the coordinates of the densest point.

Furthermore, the hydrogen number density plot clearly shows the extreme over-dense

region (nH > 103 cm� 1) undergoing runaway collapse in the centre which is where the

star particle would have been placed had the simulation not been halted. Correspond-

ingly, the temperature slice demonstrates this region as cooling to signi�cantly lower
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temperatures than its surroundings, as e�cient H2 cooling is able to occur. Comparable

�gures have been generated for the same test with theKROMEchemistry solver in the

same �gure on the bottom row. A very similar in appearance over-dense region appears

at the centre of 3.8a with its corresponding low-temperature region in the same position

in 3.8b. Numerically, the densest region at in theKROMEtest exceeds103 cm� 1 at much

the same epoch as the baseEnzo test in an almost identical fashion. Close analysis of

�gure 3.8 reveals some slight variation in the substructure of the halo, namely in the

region immediately surrounding the central dense point. The density slice plot exhibits

a variation in layout, however, this may be entirely attributed to the di�erence in the

chemistry solver. These slight variations are expected and the overall similarities of the

evolving systems suggest that theKROMEchemistry solver is functionally sound in a 3-D

cosmological simulation, at least in regards to the chemistry and computational robust-

ness of the solver up until SF. Moreover, 2-D phase plots at the same epoch for both

simulations have been generated and provide further validity to the usage ofKROME.

Figure 3.7 displays a comparison between the two simulations, where the top row is the

plot produced from the simulation utilising the KROMEchemistry solver and the bottom

is the same, but with the Enzobase solver. Again, the similarities between the two are

obvious. The maximum temperature reached between the two is just over3 � 103 K.

Additionally, the minimum density resides above nH = 10 � 4 cm� 1 and the maximum

exceedsnH = 103 cm� 1 in both simulations (the bottom �gure fails to display this, as

yt seemingly failed to capture the cell but additional analysis con�rms that the density

exceeds103 cm� 3).

The close similarities between the two simulations indicate the implementation, and

accuracy of theKROMEchemistry solver in a 3-D cosmological environment need not be

called into question when compared with theEnzonative chemistry solver. Additional

high-resolution studies on the impact of using an accurate solver,KROMEin Enzo, is

provided by Bovino et al. (2014). They report that the thermal and chemical properties

of their halo are consistent with that of Abel et al. (2002); Bromm et al. (2001) and

Yoshida et al. (2008) to name a few. An obvious drawback to using the more accurate

DSLODES KROMEsolver over the �rst-order BDF method used by the Enzo solver, is

the increased computational cost, although quantifying this cost is di�cult due to the

variation in runtime that accompanies di�erent physical conditions within the simula-

tion. Aside from higher accuracy requiring greater computational resources, there is no

interface optimisation further to applying the KROMEpatch. This means that there is

still signi�cant computation occurring within now-redundant Enzoroutines that require

removal. In summary, there is scope for improvement regarding computational time,

however, a converged and better solution will always come at the cost of computational

performance.
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Figure 3.6: Thermal evolution of the Enzo one zone free-fall test. Top: E�ects of

primordial chemistry only. Bottom: Non-negligible abundances of oxygen and carbon.
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Figure 3.7: Two-dimensional phase plots of density and temperature, centred on the

densest point in the host halo atz = 20. Top: KROMEchemistry solver and bottom:

Enzobase chemistry solver.
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(a) KROME hydrogen number density (b) KROME temperature

(c) Hydrogen number density (d) Temperature

Figure 3.8: Slice plots for hydrogen number density and temperature centred on the

densest point of the collapsing halo. The top row are plots from theKROMEcosmological

simulation, whereas the bottom row displays plots from the same test using theEnzo

chemistry solver.



Chapter 4

Water Formation in Low-Mass

Haloes

4.1 Motivation

When attempting to probe when and where water was �rst formed in the universe, it

perhaps makes sense to begin with the lower end of both the minihalo and Pop III star

masses, and in subsequent chapters work up the mass range. Although doing so will

not be able to provide a strict lower-mass limit for halos that are able to support water

formation within their progenitor Pop III stars supernova remnant, it should, in theory,

be able to constrain which conditions are favourable for the enrichment of primordial

gas, and subsequently, water formation. That is to say, can a DM minihalo lying at the

minimum mass which can harbour a Pop III star also create a favourable HII region

that the SNe shock interacts with to form water? This chapter describes the �rst in a

series of studies where we isolate a single Pop III star within a DM minihalo and analyse

the evolution of the remnant after an SNe has occurred. Within this chapter, we start

with a relatively abundant 105 M � minihalo hosting a CCSN progenitor, where we will

vary both the energy of SNe and the metal ejecta mass, but keep the Pop III progenitor

mass itself constant. The work within this chapter is wholly that of Christopher Jessop,

including all simulations, data analysis, and write-up.

4.2 Method

4.2.1 Simulation Setup

The simulations within this chapter and the chapters hereafter utilise the fully modi�ed

Grackle chemistry network, detailed in chapter 2.3.5. This includes the 15-species

primordial chemistry model, in addition to both the metal and dust chemistry. We

78
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initialise the primary isolated halo runs using the MUSICinitial conditions generator

(Hahn & Abel, 2011). We initialise a 0:25 Mpc/h comoving box using the Planck 2016

cosmological parameters[
 m = 0 :3089; 
 � = 0 :6911; 
 b = 0 :04860; H0 = 67:74; � 8 =

0:8159; ns = 0 :9667](Ade et al., 2016). For our exploratory run, we use a resolution of

2563 corresponding to a dark matter mass resolution of67:27 M � , with a re�nement

level l = 1 from z = 200 to z = 15 to �nd a halo with a total mass of 106 M � using

the ROCKSTARhalo �nder (Behroozi et al., 2012). Simulations are then set up using

the same random seed generators and initial conditions as the exploratory run, centred

around the 106 M � halo, and placing a nested grid with a resolution of 1024 zones. The

simulation is started from z = 200 with the added chemistry, radiative feedback, and

star formation mechanisms described above, with data being output at every time step,

initially every 7.5 Myr. Adaptive mesh re�nement of cells occurs by a factor of 2 when

the following criteria are met:

1. Gas mass is> 4 � �M baryon � 2� l � 0:2, where �M baryon is the average gas mass in a

cell and l is the re�nement level

2. The dark matter in a cell is > 4 � M initial , where M initial is the initial mass of a

cell

3. Local Jeans length is< 16 cells wide

The reason for employing such criteria is as follows. Firstly, we have a negative exponent

in the baryon density function allowing a greater rate of re�nement with increasing levels

of adaptive mesh re�nement, ensuring super-Lagrangian behaviour. The local Jeans

length cell width constraint ensures that the Truelove criterion, which states that Jeans

length has to be resolved by a minimum of 4 cells on each axis, is satis�ed (Truelove

et al., 1997). This ensures that there is no occurrence of arti�cial fragmentation. A

re�nement level l = 15 is set which is reached before the formation of the �rst Pop

III star in our simulation and eventually gives the required resolution to adequately

show metal mixing and halo enrichment from SNe and consequent water formation.

Analysis of all data and all images created from the raw data is done through theYT

project , a community-developed, open-source astrophysical analysis and visualisation

toolkit developed in Python (Turk et al., 2010).

4.2.2 Star Formation

We model star formation and the resulting feedback of Pop III stars using the Cen &

Ostriker (1992) algorithm extension (Wise & Abel, 2008) built into Enzo. This extension

inserts a star particle into a grid cell when the following criteria are met:

1. An overdensity � 106 cm� 3
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2. A converging gas �ow/velocity �eld, i.e. (r � vgas < 0)

3. A molecular hydrogen (H2) fraction > 5 � 10� 4

4. The metallicity is less than some critical metallicity value (Z < 6 � 10� 8)

5. The cooling time is less than the dynamical time (tcool < t dyn )

These conditions are thought to be typical of metal-free clouds undergoing collapse

approximately 10 Myr before the birth of a Pop III star (Abel et al., 2002). The

criteria regarding the molecular hydrogen fraction are required to limit star formation

to molecular hydrogen clouds with large rates of H2 formation relative to H 2 radiative

dissociation. Once the conditions are met, a star particle will then form 10 Myr later,

whereby the mass of the star is uniformly removed from a sphere containing twice the

stellar mass, centred on the star particle. The Pop III star mass is sampled from the

IMF

f (logMPop III ) = M � 1exp

"

�
�

Mchar

MPop III

� 1:6
#

; (4.1)

whereMchar = 20 M � , which is the characteristic mass of Pop III stars. Although in this

case the Pop III mass was sampled from the IMF and the above statement is technically

correct, it would have been more straightforward to simply use a delta function to yield

the required Pop III stellar mass. The radiation �eld evolution from point sources, as in

the case of Pop III stars, can be accurately calculated using adaptive ray tracing (Abel

et al., 2007), utilising the MORAY radiation �eld solver (Wise & Abel, 2011b). At

the end of the stars lifetime, t life , the supernova energy,ESN = 1051 ergs are uniformly

injected into a sphere with a radius of 10 pc. The metals corresponding to that of a

progenitor are likewise assumed to be uniformly mixed within the ejecta. At a radius

of 7.5 pc, a contact discontinuity (CD) is placed which contains all metals from the

explosion. Only when the shock undergoes Rayleigh-Taylor (RT) instabilities can the

metals break through the CD.

4.2.3 Supernova Yields

The metal and dust abundances, as well as the dust size distribution, are derived from

Umeda & Nomoto (2002); Nozawa et al. (2007) for all Pop III progenitors. The model

considers SN yields for the following core-collapse masses: 13, 20, 25, and 30M � .

In addition to the pair-instability masses: 170 and 200M � . For our purposes, only

the 13 M� model is selected and explodes with energyESN = 1 � 1051 ergs. Pop III

metal abundance di�ers somewhat from the present-time ISM, speci�cally, they show an

alpha-species enhancement relative to that of the solar abundance ratio of[�= Fe] ' 0:4.

Note that in the case of a13 M� CCSN, magnesium([Mg=Fe] = � 0:23) and oxygen
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([O=Fe] = � 0:15) abundances are relatively depleted with respect to the solar ratio,

whilst sulphur ([S=Fe] = 0 :17) and silicon ([Si=Fe] = 0 :11) are enhanced.

4.3 Results

The entire sequence of minihalo collapse, Pop III star formation and HII region gener-

ation, supernova explosion feedback, and �nally re-collapse are followed in detail. Fig.

4.1 displays slice plots of density, temperature, metallicity, and HII abundance centred

on the coordinates of SF. Each row of the �gure corresponds to a signi�cant period in

the evolution of the system. Firstly, the state of the minihalo immediately prior to SF,

after virialisation and gas collapse via H2 cooling has created conditions congruent to SF

(Fig. 4.2 Top left), shortly followed by SF and evolution itself (Fig. 4.2 Top right). The

creation of the HII region resultant of the Pop III star is followed, which includes break-

out regions that extend past 1 kpc, in addition to a D-type ionisation front (I-front).

After the lifetime of the star T life , has elapsed the CCSN occurs, whereby the �rst source

of metals and dust are produced and expelled into the immediate environment (Fig. 4.2

Middle left).

4.3.1 Star Formation and Feedback

The top row of Fig. 4.1 displays the state of the minihalo immediately prior to SF. Gas

has accreted onto the minihalo and collapsed to densities around nH = 1 cm� 3, at which

point the cooling process is dominated by H2 through rotational and vibrational tran-

sitions (ro-vibrational lines) until the temperature decreases to 200 K, and the density

increases to nH � 103 cm� 3. At this point, the ro-vibrational levels of H 2 are fully pop-

ulated at their equilibrium levels and an apparent hydrostatic equilibrium is reached.

Additionally, the cooling rate becomes independent of density. Early simulations for

the collapse of primordial minihaloes (Gnedin & Ostriker, 1997) suggest that neutral,

metal-free pristine gas cools extremely ine�ciently, and therefore results in Jeans-mass

scale fragments that could reach> 1000M � (Omukai, 2000; Barkana & Loeb, 2001;

Bromm & Larson, 2004; Bromm et al., 2009). In this scenario, the fragment results in a

Pop III star formed with a mass M PopIII = 13 M � and corresponding lifetime Tlife = 12

Myr that forms at redshift z = 19:02. The Pop III star mass is sampled from the IMF

given by eq. 4.1 in this instance. Immediately prior to SF, the mass of the minihalo

is M halo = 4 :8 � 105 M � . During its main-sequence lifetime (MSL), the star particle

isotropically emits ionising and H2 dissociating Lyman-Werner photons (LW) with rates

of Q(H) = 1 :09� 1048 s� 1 and Q(LW) = 1 :54� 1048 s� 1 respectively (Schaerer, 2002).

The ionisation rates are given by

Q(H) = 10 43:61+4 :9x� 0:83x2 ; (4.2)
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(a)

(b)

(c)

(d)

(e)

Figure 4.1: From left to right, slices of density, temperature, metallicity, and HII abun-

dance centred on the coordinates of SF and SNe with a side length of 2 kpc comoving.

From top to bottom, immediately prior to SF ( z = 19:10), SF (z = 18:53), 1 Myr post-

SNe (z = 18:17), 18 Myr post-SNe (z = 17:41), and 112 Myr post-SNe (z = 13:34).
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