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Abstract—Temporal object detection is more challenging than static image detection because of the rich context information. Recently, state-of-the-art works mine context information to detect each frame by using LSTM-based modules. However, restricted by the low-exploration of temporal information, significant results in terms of accuracies and speeds are not reported by the existing methods. In this paper, we propose a new one-stage temporal detector for online video object detection. A new structure with an improved spatiotemporal LSTM (ST-LSTM) is proposed to suppress useless background information. Next, the SSD-based structure is improved to extract rich features and high-level semantic features. We evaluate the proposed model on the ImageNet benchmark and a space human-robot interaction database. Extensive comparisons show that the proposed detector achieves state-of-the-art performance.

I. INTRODUCTION

As a critical application of human-robot interaction, video object detection has received increasing interest. Rich temporal information mining is the key to improve the detection performance in videos. Recently, Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and Convolutional Neural Networks (CNN) have been extended to exploit spatiotemporal features in sequence learning tasks.

A. Related work

State-of-the-art models have been proposed for object detection based on static images, such as [1], [2], [3], and [4]. However, most of these works cannot achieve satisfactory results in videos. This is because they cannot exploit the rich temporal information of video sequences. Recently, many state-of-the-art detectors have been proposed to learn spatiotemporal features effectively, effective for video object detection. Typical models are [5], [6], [7], [8], [9], [10], and [11]. These works are divided into two categories according to the backbone type, including one-stage detectors and two-stage detectors. For example, most two-stage detectors are designed based on the ResNet with the region proposal networks (RPNs). Normally, this model can achieve higher recognition accuracy because its deeper backbone can obtain high-performance semantic features. In most real-world applications, however, one-stage detectors have been widely applied because of faster speeds. Motivated by the success of the RNNs and attention models, some state-of-the-art models provide some useful solutions on video sequence analysis tasks, such as [9], [10], [5], [12], and [13]. However, these existing video analysis methods yield different limitations because of various reasons. The utilization of the temporal features between frames is very low. Although the LSTM-based networks are adequate for mining temporal features with attention mechanisms, few studies have reported successfully modelling intra-frame and inter-frame temporal information simultaneously.

B. Motivation and contributions

In this paper, we proposed a one-stage temporal detector based on the SSD and the LSTM. A structure of multi-level feature modelling is proposed to take full use of temporal features in inter-frame and intra-frame. An improved spatiotemporal LSTM (ST-LSTM) is employed to mining rich context information. This is a new structure, which proves to suppress useless background information. Therefore, the proposed model achieves a significant improvement of detection accuracies and speeds in video object tasks.

The contributions of this work are summarized as follows.

- A new structure is proposed to mine the temporal information in videos fully. Both inter-frame and intra-frame can be exploited effectively across time.
- To suppress useless information, an improved ST-LSTM is proposed. Attention maps flow between frames to enhance the temporal relationship of the context.
- The significant results are achieved on the ImageNet benchmark and a space human-robot interaction (SHRI) dataset in terms of detection accuracies and speeds.

II. PROPOSED TEMPORAL DETECTOR

In this section, we first describe the structure of the proposed model, including an SSD-based network for feature extraction, an LSTM-based network for context information analysis, and a memory enhancement module. Next, the technical details about the proposed memory enhancement method are described. Finally, we present an association training scheme in detail.

A. Backbone

The structure is shown in Fig. 1. Extending from the SSD as the feature extraction operator, a temporal structure is designed. For each frame, the shallow layers of the SSD are effective for small-object detection because richer features are included. The deep layers of the SSD are utilized to mine high-performance semantic features. Specifically, the
features of the Conv4 and Conv6 are inputted into an ST-LSTM to extract location features, and that of the Conv9, Conv10, and Conv11 are modelled in an ST-LSTM for high-level semantic features extraction. Note that the category-discriminative scores are used to help quickly generate candidate boxes at each frame, which is inspired by the TSSD [5]. This is faster than other works that utilize the RPNs. After that, both location features and semantic features are the input of the memory enhancement module. The spatial resolution of the layers are 300 × 300 (input image), 38 × 38 × 512 (Conv4), 19 × 19 × 512 (Conv6), 5 × 5 × 256 (Conv9), 3 × 3 × 256 (Conv10), and 1 × 1 × 256 (Conv11).

<table>
<thead>
<tr>
<th>NO.</th>
<th>Methods</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SSD</td>
<td>39.2</td>
</tr>
<tr>
<td>2</td>
<td>Improved SSD</td>
<td>48.5</td>
</tr>
<tr>
<td>3</td>
<td>LSTM-based</td>
<td>57.5</td>
</tr>
<tr>
<td>5</td>
<td>Proposed</td>
<td>64.1</td>
</tr>
</tbody>
</table>

**B. Temporal feature learning**

To suppress useless information, including background information and confusion information, first, a group of LSTM-based networks is designed. Next, compared to image object detection, the temporal information between each frame should be mined effectively in video object detection. Both the same structures are utilized to model features obtained from the SSD. According to the hierarchical relationship, these features are divided into two categories, including the shallow features and the deep semantic features. The pyramidal feature network motivates this. As shown in Fig. 1, the LSTM contained the elements of the Conv4 and Conv6 is denoted as low-level temporally operator, and that of Conv9, Conv10, and Conv11 is denoted as high-level temporally operator. After that, both location features and semantic features are obtained without useless temporal information.

The operator that we use to mine the relationship between frames is the ST-LSTM proposed in [14], which is partly motivated by the ConvLSTM [15]. Based on this, two improvements are conducted: 1) The attention maps are used to transform between frames rather that the features of hidden layers; 2) A feature preprocessing module is designed to change the dimension of the input feature that consists of three convolution layers. Technically, the improved ST-LSTM is computed as (1). Where $ a_i^{T-t} $ is the attention map, and $ x_t $ is the raw input; $ h_{t-1}^{k-1} $, $ h_{t-1}^{l-1} $, and $ c_{t-1}^{l-1} $ are the memory status; $ i_t $, $ f_t $, $ g_t $, and $ o_t $ are gates; $ u_{1 \times 1} $ denotes...
the convolution layer, and $\sigma$ denotes the sigmoid function.

$$
a_t^{ST} = \sigma(w_i \ast [X_t, h_{t-1}]) \odot X_t
$$

$$
i_t = \sigma(w_{ia} \ast a_t^{ST} + w_{ih} \ast h_{t-1} + b_i)
$$

$$
g_t = \tanh(w_{ga} \ast a_t^{ST} + w_{gh} \ast h_{t-1} + b_g)
$$

$$
f_t = \sigma(w_{fa} \ast a_t^{ST} + w_{fh} \ast h_{t-1} + b_f)
$$

$$
c_t^k = i_t \odot g_t + f_t \odot c_{t-1}^k
$$

$$
m_t^k = f_t \odot m_{t-1}^k
$$

$$
o_t = \sigma(w_{oa} \ast a_t^{ST} + w_{oh} \ast h_{t-1} + w_{om}m_t^k + b_o)
$$

$$
h_t^k = o_t \odot \tanh(w_{oh}x_t \ast [c_t^k, m_t^k])
$$

### A. Experimental settings

#### Database

We evaluate the proposed method on two datasets, including the ImageNet VID benchmark [22], and the SRSSL dataset [23]. The former is a large-scale benchmark for video object detection and also is a huge challenge. The latter is a dataset collected in 2020 for the Space human-robot interaction (SHRI) task consisting of 6000 samples. Eight hand gestures for the SHRI task are included, and multi-size objects are collected to show the SHRI scene. We follow the protocols given in [24], [23], and [25] to evaluate the proposed method and utilize the mean average precision (mAP) as the evaluation index.

#### Implementation

Following protocols commonly used in [5], [26], and [27], we train the proposed deep model on the Image VID and the DET. The same classes of the DET are selected for training. To output more useful candidate boxes, the IoU threshold of NMS is set to 0.7. Additionally, the SSD-based network is trained with an SGD optimizer, and the ST-LSTM-based network is trained with an ADAM optimizer [28]. The initial learning rate is 0.0001, the decay rate is 0.1, and the epoch number is 40.

#### B. Ablation study

##### Performance of various designs

We evaluate the effectiveness of multiple components in the proposed model, including the traditional SSD, the proposed SSD-based structure, the combination of the conventional LSTM, and the proposed model. As shown in Table 1, key components are tested on the ImageNet VID dataset. First, a 6.8% increase after the improved ST-LSTM is introduced, which is a significant improvement. This shows that attention maps effectively suppress useless information and temporal feature mining between frames, which is the main contribution in work.

#### C. Comparison with other state-of-the-art works

**ImageNet VID benchmark.** As shown in Table 2, the result comparison between the proposed method and other state-of-the-art methods has been summarized. Most methods are two-stage detectors based on the RPN, and few works achieve global-local temporal information mining using attentional-based components. Although the proposed model did not achieve the highest mAP, it is more concise than other models. For example, a tracking module is designed to help detect objects in the TSSD-OTA, making the model more complicated.

**SRSSL dataset.** The proposed method is evaluated under a common setting, and the comparison results are shown in Table 3. It can be seen that the proposed model achieves the best performance for the five sizes of hand detection and also accurately recognize eight common gestures. Referring to the FF-SSD [23], although it has achieved state-of-the-art detection accuracies, it is not good for small object detection and complex gesture recognition.

Some qualitative results are shown in Fig. 2. It can be seen that the proposed model can successfully detect multiclass objects in various challenging scenes, including complex backgrounds, occlusions, small pixel ratios, and blurring.

### IV. CONCLUSIONS

In this paper, we propose a new one-stage temporal detector to achieve online object detection in videos. The proposed hierarchical structure can take full use of temporal information from inter-frame and intra-frame, which suppresses useless background information. The concise system achieves high-frame-rate object detection, which is a novel backbone for future studies. The proposed model achieves significant results on the ImageNet benchmark and the SRSSL dataset.

In future research, we plan to improve the detection frame rate and introduce a tracking module. Next, we will

---

**TABLE II**

**Comparison of the proposed model and other state-of-the-art methods on the ImageNet VID dataset**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Based network</th>
<th>Training</th>
<th>Real-time</th>
<th>mAP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closed-loop [16]</td>
<td>VGG</td>
<td>Online</td>
<td>No</td>
<td>50</td>
</tr>
<tr>
<td>Seq-NMS [17]</td>
<td>VGG</td>
<td>Online</td>
<td>No</td>
<td>52.2</td>
</tr>
<tr>
<td>Bottleneck-LSTM [18]</td>
<td>MobileNet</td>
<td>Online</td>
<td>Yes</td>
<td>54.4</td>
</tr>
<tr>
<td>STNM [19]</td>
<td>VGG</td>
<td>Online</td>
<td>No</td>
<td>55.6</td>
</tr>
<tr>
<td>TCNN [20]</td>
<td>Craft</td>
<td>Offline</td>
<td>No</td>
<td>64.5</td>
</tr>
<tr>
<td>TSSD-OTA [21]</td>
<td>VGG</td>
<td>Online</td>
<td>Yes</td>
<td>65.4</td>
</tr>
<tr>
<td>Proposed</td>
<td>VGG</td>
<td>Online</td>
<td>Yes</td>
<td>64.1</td>
</tr>
</tbody>
</table>

**TABLE III**

**MPAs on different size objects on the SRSSL dataset**

<table>
<thead>
<tr>
<th>Method</th>
<th>XS</th>
<th>S</th>
<th>M</th>
<th>L</th>
<th>XL</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD-300</td>
<td>62.38</td>
<td>93.75</td>
<td>89.43</td>
<td>90.5</td>
<td>93.48</td>
</tr>
<tr>
<td>DSSD</td>
<td>88.47</td>
<td>87.74</td>
<td>88.53</td>
<td>92.32</td>
<td>92.43</td>
</tr>
<tr>
<td>FF-SSD</td>
<td>86.34</td>
<td>87.83</td>
<td>89.96</td>
<td>90.34</td>
<td>92.21</td>
</tr>
<tr>
<td>Proposed</td>
<td>87.2</td>
<td>88.92</td>
<td>90.34</td>
<td>91.7</td>
<td>92.69</td>
</tr>
</tbody>
</table>
focus on multiclass object classification and multisize object detection.
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