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Abstract

The remarkable universality observed in period-doubling cascades for families of uni-

modal maps with integer degree critical point has been studied extensively. Feigen-

baum o�ered an explanation in terms of a renormalisation operator. In this thesis we

begin by examining one-parameter families of unimodal maps with quadratic critical

point. Using rigorous computer-assisted methods we calculate tight bounds on the

renormalisation �xed point relevant for period doubling, by using a contraction map-

ping argument in a space of analytic functions, also leading to rigorous bounds on the

universal scaling constant, �.

Bounds on the spectrum of the derivative of the renormalisation operator at the

�xed point are used to prove hyperbolicity in the function space and to provide bounds

on the eigenvalues. We explore analytical solutions to the associated eigenproblem

and the relationship between the eigenfunctions corresponding to di�erent choices of

normalisation-preserving scale factor in the de�nition of the renormalisation operator.

We use a novel application of the contraction mapping method to provide rigorous

bounds on the eigenvalue-eigenfunction pair for the universal constant � controlling

the asymptotic rate of accumulation of period-doublings, and also to provide rigorous

bounds on a particular eigenvalue-eigenfunction pair for the operator corresponding to

the universal scaling of added uncorrelated noise. We also explore analytical solutions

to the noise eigenproblem.

We extend this rigorous work to cover families with quartic and cubic critical points

and apply the method numerically for higher integer degrees.

Further, by casting the attractor at the accumulation of period-doublings as the

limit set of an iterated function system we use a rigorous method to bound its Hausdor�

dimension in the case of quadratic, quartic and cubic critical points.

We explore universality in two-variable, unidirectionally-coupled systems using the

corresponding renormalisation operator via numerical calculations, and take steps to-

wards a rigorous, computer-assisted proof of existence of a �xed point and rigorous

bounds on associated constants. Using the knowledge gained and methods developed

for the single variable system, we suggest a direction for future work in this area.
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Figure 1: Universal bi-critical renormalisation �xed point
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Chapter 1

Introduction

1.1 Dynamical Systems

Dynamical systems are fundamental to the the study of the world around us with

applications as broad as planetary orbits, biological, and economic systems. A dy-

namical system is a group of transformations on a topological space or manifold. We

use di�erential equations (and 
ows) and di�erence equations (and maps) to describe

the behaviour of these systems over time. We are usually interested in the long-term

behaviour of a system, for example steady state, periodic cycle, quasi-periodic orbit or

chaotic behaviour.

Chaos denotes behaviour so complex and unpredictable that it appears to be ran-

dom; but in fact, it is the consequence of deterministic nonlinear equations, for which,

in principle, the present situation exactly predicts the future behaviour. In practice, the

sensitivity of chaotic systems means that the slightest change in the present situation

can produce enormous changes in the subsequent behaviour, and thus the long-range

future is, for practical purposes, unpredictable. Phenomena such as turbulence in 
u-

ids, including the weather, obey equations that are predictable for short times but not

so for long ones, as small perturbations are magni�ed rapidly.

James Gleick's popular book,Chaos[26], describes how scientists studying disorder

in nature in the 1970s found links between the patterns made by rising smoke, a

dripping tap and the weather system. Each of these has chaotic behaviour which,

mathematically, contains ordered behaviour of all periods. The modern study of chaos

had begun in earnest. Edward Lorenz played with a toy weather system - a system

of di�erential equations found by truncating a series expansion of the Navier Stokes

equations for 
uid 
ow applied to convection in a column of air. The system determines

an ever-changing `weather forecast' that, for typical initial conditions, never repeats

itself exactly, yet enters and remains trapped inside a �nite region in the phase space.

The motion approaches what he called a strange attractor: `locally unpredictable,

globally stable'. See �gure 1.1(a). Chaos [26] goes on to describe fractals and the

beautiful Mandelbrot set, �gure 1.1(b), which shares characteristics with the logistic

9



CHAPTER 1. INTRODUCTION 10

map, a highly simpi�ed model of population dynamics.

An accessible background to the mathematics of chaos may be found inChaos and

Fractals - New Frontiers of Science, [35], where chapters 10 and 11 are of particular

interest. Chapter 10 introduces the three conditions required for chaos (often described

as Devaney's de�nition of chaos [34]): sensitivity to initial conditions - the smallest

di�erence in starting point can lead to a wildly di�erent trajectory; mixing - given

enough time (iterations) every point within the chaotic region can be attained from any

other; and denseness - all intervals within the chaotic range are reached in an ergodic

manner. In Chapter 11 of [35], Order and Chaos: Period-doubling and its Chaotic

Mirror, the authors describe the period-doubling route to chaos with several graphical

illustrations. We will demonstrate this period-doubling cascade in the following section.

(a) Lorenz Attractor (b) Mandelbrot Set

Figure 1.1: (a) The Lorenz attractor illustrates Sensitive Dependence on Initial Con-
ditions. Each of four colours in this plot traces a di�erent trajectory using the same
three equations but a starting point a very small distance from the others. (b) The
Mandelbrot Set is a representation of escape times (from a circle, radius = 2) using
the iterative function zn+1 = z2

n + c wherec = z0, in the complex plane.

1.2 Logistic map

The logistic population model

f r (x) = rx (1 � x); (1.1)

expressed as a di�erence equation

xn+1 = rx n (1 � xn ) ; (1.2)
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can be applied to populations in an environment with limited resources where there is

little or no outside in
uence. Loosely-speaking, the parameterr denotes the reproduc-

tion rate or fecundity and x denotes the size of the population as a proportion of the

largest that the environment can support.

Figure 1.2: At r < 3 the population level is asymptotic to a �xed point as n ! 1 .

Figure 1.3: At r > 3 there are successive windows of the parameterr in which the population
is asymptotic to periodic orbits of periods 2, 4, 8, and so on, in a period-doubling bifurcation
cascade.

Thus, the population x in a state space, varies between 0 representing `empty'

and 1 representing `full' and the system depends on only one other parameter,r ,

representing the `reproduction rate' on a scale from 0 to 4. When under-populated,

the animals reproduce in proportion to the current population. When over-populated,

the population at the next iteration depends on the spare capacity in the system,

(1 � x). For values ofr less than 1 the population dies to 0 after a few iterations.

For 1 < r < 3 the population settles down towards a �xed value ofx, an equilibrium

or �xed point. A bifurcation occurs at r = 3 resulting in a 2-cycle. It is quickly followed

by another at around 3.4, and a period-doubling cascade interspersed with new periodic

cycles, to chaos. Figures 1.2 and 1.3 show the behaviour of the population at particular

values of the reproductive rate,r .

In �gure 1.4 we can see that each bifurcation leads to a rescaled, asymptotically

(with higher and higher period-doublings) self-a�ne version of the whole picture (from

r = 1). The horizontal scaling converges to� = 4:669201609102:::. The vertical scaling

factor � = � 2:502907875095::: where the negative sign represents a re
ection. These

are the Feigenbaum constants discovered in 1975 [4]. For a comprehensive review of

this remarkable discovery see the collection of papers and overview in Cvitanovic's
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Universality in Chaos [12]. These constants appear naturally in a variety of systems

and may be as important to period-doubling as� is in geometry and calculus.

Mitchell Feigenbaum, while examining the period-doubling characteristics of eco-

logical data including gypsy moth populations in 1975, in calculating the exact bifur-

cation points, noticed that these critical values converged geometrically with a ratio

of approximately 4.669. He experimented with other iterative formulae, for example

xn+1 = r sin�x n , and found that the same ratio seemed to be common across a very

broad class of maps. This universal phenomenon was discovered independently by

Coullet and Tresser around the same time [3]. Feigenbaum realised the constant is uni-

versal, and that not only could he predict the next bifurcation point with increasing

accuracy in subsequent period-doublings (`horizontal' scaling) but also that there was

a universal scaling constant associated with the size of the populations at that point

(`vertical' scaling). Feigenbaum provided an explanation for this phenomenon in his

papersQuantitative Universality for a Class of Nonlinear Transformations[2] andThe

Universal Metric Properties of Nonlinear Transformations[4] in the late 1970s, using

the concept of renormalisation.

In [5], Feigenbaum details functional iterations and their �xed point behaviour.

For a simple prototypical family of maps, �xed points can easily be found analytically

by letting xn+1 = xn . In the logistic model, we have �xed points atx = 0 and

x = r � 1(r � 1). At 1 < r < 3, the �xed point x = r � 1(r � 1) is stable (an attractor of

period 1) and the �xed point x = 0 is unstable (repellor). At r = 3, the �rst bifurcation

point, the �xed point x = r � 1(r � 1) becomes unstable (repelling) via a period-doubling

bifurcation that gives rise to a stable 2-cycle. It is a relatively straightforward task to

approximate the parameter values for superstable points which converge to a critical

value, r c = 3:5699456:::. For meaningful dynamics, we impose 1< r � 4. If we allow

r > 4, the population always exceeds the speci�ed maximum with the escape times

varying in a Cantor pattern, see Appendix A.1.

1.3 Renormalisation

Renormalisation can be considered as a simplifying transformation. Using systematic

changes of scale, together with compositions that simplify periodic orbits (by halving

their periods), we make an operator that preserves features of interest of the original

system. It can be used to study asymptotic self-similarity of the kind observed in

the period-doubling cascade. Renormalisation techniques were initially developed in

quantum physics but have since been used in studying dynamical systems, notably in

the work of Feigenbaum in the 1970s.

Renormalisation can expose \universal" behaviour in classes of systems, measured

in part by observable constants. Universal constants found in theoretical systems have

been observed in complicated, physical, naturally occurring systems and allow us to
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Figure 1.4: Bifurcation diagram for the logistic map model, which is often used in the study
of populations. The period-doubling cascade accumulates at 3.5699456...

make predictions across the whole universality class. Applications of Renormalisation

can be found in works such asRenormalisation in Area-Preserving Mapsby R MacKay

[36].

In what follows, for mathematical convenience, we study iterations of the one-

parameter family

f � (x) = 1 � �x 2; (1.3)

leading to the di�erence equation

xn+1 = 1 � �x 2
n ; (1.4)

which has symmetry about the origin. In fact, this family is just the previous logistic

family under a change of variables. Thus, as before, there is a range of values of param-

eter � for which the behaviour is attraction to a periodic orbit. As� increases there

will be a period-doubling bifurcation (see �gure 1.5) as the orbit becomes unstable and

gives rise to a stable periodic orbit with twice the period. Between the bifurcations we

have superstable period 2n orbits (for which the critical point, 0 is on the orbit) at pa-

rameter values� n . Asymptotically, as we undergo successive period-doublings, the size

of the parameter change needed to induce the next period-doubling bifurcation reduces

geometrically, accumulating at a critical� value. For a large class of one parameter

functions the bifurcations and superstable �xed points both converge geometrically at
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Figure 1.5: Bifurcation diagram clearly showing horizontal scaling in the parameter space.

a rate that tends to a universal constant:

� = lim
n!1

� n+1 � � n

� n+2 � � n+1
� 4:669201609102: (1.5)

We also have� as vertical scaling between \branches" around the origin, where

� = lim
n!1

f 2n � 1

� n
(0)

f 2n

� n +1
(0)

� � 2:502907875095: (1.6)

Note, for the logistic map, centred on criticalxc = 0:5, we would write

� = lim
n!1

f 2n � 1

r n
(xc) � xc

f 2n

r n +1
(xc) � xc

� � 2:502907875095: (1.7)

The universal scaling constants� and � are responsible for the (asymptotic) self-a�nity

of the system seen in the bifurcation diagram. These constants are universal in the

sense that they are shared by all maps in a broad class determined by the nature of

the map at the critical point.

Classes of systems with a cubic or quartic critical point also exhibit similar universal

behaviour, with di�erent values for � and � consistent throughout their class, although

these are less likely to appear in a pure form in nature.

Feigenbaum explained this scaling phenomenon by use of the renormalisation op-

erator,

R : g(x) 7! �g (g(� � 1x)): (1.8)
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We are primarily concerned with even functions. For convenience, we normalise so

that g(0) = 1, with a local maximum at the origin so that g0(0) = 0. A scale change

� = g(1)� 1 ensures that ifg(0) = 1 then R(g)(0) = 1. Renormalisation is preserved

under R. We are concerned with �xed points ofR such that

g(x) = �g (g(� � 1x)): (1.9)

We notice in general thatR(g) at � n+1 resemblesg at � n : The operator, R, maps a

period 2n+1 orbit to a period 2n orbit with the same stability, so, if g has period 2n+1 ,

R(g) has two period 2n orbits.

(a) f (x) = 1 � � nx2 (b) f 2(x) : f (x) = 1 � � n+1 x2

Figure 1.6: Renormalisation maps a period 2n+1 orbit to two period 2 n orbits. In (a)
� n � 1:31 is the �xed point of the period 2 orbit. In (b) � n+1 � 1:38 is the �xed point of the
period 4 orbit. The green box in (b) highlights the area of self-similarity to (a). The smaller,
red box shows the second orbit.

For example, if g has a period 2 orbit:

x0; x1; x0; x1; ::: (1.10)

the doubling operatorg 7! g � g has the e�ect of splitting the orbit into :

x0; x0; x0; x0; ::: (1.11)

and

x1; x1; x1; x1; ::: (1.12)

Note, both x0 and x1 are period 1 points ofg� g. More generally, period 2n+1 �! 2� 2n .

Under scaling bothx and y by � � 1, y = g(x) = �g (� � 1x). Figure 1.6 illustrates the

behaviour of maps underR. Each renormalisation step involves functional composition

(with itself) and applies a scaling (by� ). R(g) is a scaled copy ofg composed with

itself. This is the key to understanding universality of period-doubling.
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The existence of a renormalisation �xed point and the universality of constants

� and � were conjectured by Feigenbaum and soon established by computer-assisted

means by Lanford [10] in 1982, analytic proofs of existence by Campanino and Epstein

[8], a new proof by Epstein in 1986 [18] and the �rst computer-free proof of the universal

parameter scaling laws by Lyubich in 1999 [40].

Feigenbaum's� can be shown to be related toDR(g). More precisely,� is the only

relevant eigenvalue ofDR(g) with modulus greater than one. To understand this we

take the derivative ofR at the �xed point g� . We consider a perturbation,h, of g and,

for ease of understanding in what follows immediately below, we will suppose that�

is constant and refer to the corresponding linear operator asL(g) rather than DR(g).

The full Fr�echet derivative, in which � is allowed to vary with g is given in Appendix

C.1. We have

R (g + h) (x) = � (g + h)
�
(g + h)

�
� � 1x

��

= � (g + h)
�
g

�
� � 1x

�
+ h

�
� � 1x

��

= �
�
g

�
g

�
� � 1x

�
+ h

�
� � 1x

��
+ h

�
g

�
� � 1x

�
+ h

�
� � 1x

���
: (1.13)

Then, using Taylor expansions and working to �rst order inh, we have:

R (g + h) (x) = �
�
g

�
g

�
� � 1x

��
+ h

�
� � 1x

�
g0

�
g

�
� � 1x

��
+ ::: + h

�
g

�
� � 1x

��
+ :::

�

= �g
�
g

�
� � 1x

��
+ �

�
g0

�
g

�
� � 1x

��
h

�
� � 1x

�
+ h

�
g

�
� � 1x

���
; (1.14)

where we omit higher-order terms inh.

Hence,

R (g + h) (x) = Rg (x) + �
�
g0

�
g

�
� � 1x

��
h

�
� � 1x

�
+ h

�
g

�
� � 1x

���
(1.15)

R (g + h) (x) � Rg (x) = �
�
g0

�
g

�
� � 1x

��
h

�
� � 1x

�
+ h

�
g

�
� � 1x

���
: (1.16)

This left hand side isL (g) h (x), i.e. the linear operatorL (g) acting on an increment

h (x):

L (g) h (x) = �g 0
�
g

�
� � 1x

��
h

�
� � 1x

�
+ �h

�
g

�
� � 1x

��
: (1.17)

In section 2.5 we shall investigate the eigenproblem associated withDR(g). We

�nd one non-trivial eigenvalue, namely� , greater than 1. This explains the previously

observed behaviour in parameter space.

Following Lanford's [10] proof of existence of the renormalisation �xed point and

its hyperbolicity (by bounding the expanding eigenvalue of the derivative of the renor-

malisation operator there), including the uniqueness of� as a positive, expanding

eigenvalue, Briggs [31] published 109 non-rigorous digits of� and 86 non-rigorous dig-

its of � in 1991. More digits followed in his thesis. In 1999, Broadhurst [39] calculated

1019 non-rigorous digits of each constant, correcting Briggs. In 2010, Mathar [47] used
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Chebyshev polynomials to produce detailed coe�cient values ofg, but did not give

bounds on� and � in that document. Most recently to our knowledge, Molteni [51],

using Chebyshev polynomials, claimed 10000 non-rigorous digits of each constant in

2016. We provide over 400 con�rmed, rigorous digits for each constant in section 3.8,

which are consistent with Broadhurst's and Molteni's �gures.

1.4 Outline of this thesis

In this thesis we thoroughly explore Feigenbaum's well-known single variable system,

�rst, numerically in Chapter 2. Non-rigorous approximations of Feigenbaum's con-

stants, � and � , are obtained by locating period-doubling bifurcations (in fact, more

conveniently, locating parameter values that give rise to super-stable periodic orbits of

periods 2n ) numerically. In addition, we introduce the appropriate renormalisation op-

erator and �nd numerical approximations to the renormalisation �xed point function,

thereby providing another approximation to� and, by examining the Fr�echet derivative

numerically, to � (and the corresponding eigenfunction). In Chapter 3, using rigorous

computer-assisted techniques we o�er a proof of existence and rigorous bounds on the

renormalisation �xed point function (performed slightly di�erently to previous proofs).

More precisely, we work in a Banach space in which completeness allows us to use

the mean value theorem (MVT) and the contraction mapping theorem (CMT). We

discuss the nature of the solution to the �xed point problem in the next chapter, and

for the rigorous proofs in Chapter 3, work with a reduced representation of analytic

functions, making use of the symmetric property of the unimodal maps we choose. For

the rigorous computer-assisted work we place �nite, machine-representable bounds on

objects by the use of interval arithmetic and `function ball algebra', using truncated

series with bounds on higher-order terms.

Rigorous bounds on Feigenbaum's constant� follow as a consequence and we o�er

a new rigorous proof of bounds on the eigenvalue-eigenfunction pair for� , and for the

eigenvalue-eigenfunction pair for
 for the operator corresponding to scaling of additive

noise. We extend this work to suitable maps with critical points of higher integer degree

in Chapter 4.

In Chapter 5 we provide rigorous bounds on the Hausdor� dimension of the attractor

at the accumulation of the period-doubling cascade for families of maps with quadratic,

quartic and cubic critical points.

In Chapter 6 we explore the uni-directionally coupled, two-variable system which

is more complex and for which the corresponding renormalisation �xed point is more

di�cult to approximate. We discuss di�culties in dealing in two variables and in

particular �nding a useful domain of analyticity.



Chapter 2

Non-rigorous exploration of

period-doubling - degree 2 �xed

point and eigensystem

2.1 The Feigenbaum Conjectures

Feigenbaum conjectured that there is a universal function,g, with g0(0) = 0 and

g00(0) 6= 0 that is a �xed point of a renormalisation operator, R, in a suitable space

of functions. He said thatg and the scaling factor� correspond to a solution of the

functional equation

g(x) = � �g
�
g

�
� � � 1x

��
:

It is more common to express� as a negative value, which makes sense as there is a

re
ection, and, for even degrees, to omit the negatives, leaving the functional equation

as stated earlier in (1.8).

If x 7! g(x) is a solution, so isx 7! a� 1g(ax) with a 6= 0:

To �nd a particular solution we set an absolute scale by choosing a normalisation

condition g(0) = 1 which is preserved by setting� = g(1)� 1 in the de�nition of the

operator (we note that this choice preserves the normalisation but does not enforce it).

Feigenbaum further conjectured that at the �xed point,DR(g) (the Fr�echet deriva-

tive of the operator) has a single (non-scaling) eigenvalue with modulus greater than

one, which he called� , and the rest of the spectrum is contained in the open unit disc

(i.e. contracting, stable directions).

The renormalisation operator,R, has a hyperbolic (i.e., saddle-type) �xed point.

Feigenbaum indicated how the relationship of this �xed point to the surfaces in the

function space that correspond to maps with period 2n orbits (of some given stability)

implies interesting behaviour for a whole universality class: In a suitable space of

analytic functions, the �xed point, g, has a one-dimensional unstable manifold under

R, which intersects a co-dimension-one surface that contains all functions having a

18
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super-stable 2-cycle. These conjectures account for the universality of� .

2.2 The function space

Suppose the �xed point function,g� , is a polynomial, then we notice that composition

with itself in the renormalisation equation results in the order of the right hand side

being the square of the left hand side, meaning only degree 0 and 1 are possible.

We seeg� (x) = 1 is a �xed point of R, but has scaling constant� = 1 and is a

trivial solution which does not explain the behaviour observed.

A degree 1 solutiong� (x) = x + 1 is possible but results in� = 1=2 which is again

trivial and not relevant in describing the period-doubling behaviour.

We seek a power series solution to be a �xed point ofR and therefore need to pay

attention to the domain of analyticity.

We �rst de�ne the space in which we work:

De�nition 2.1 .

� Let A be the Banach space of functions analytic on the open unit disc,D(0; 1),

continuous and bounded on its closure, with �nitè1 norm, the sum of absolute

values of the coe�cients.

� Let 
 be a domain in the complex plane, which we take to be a disc with centre

and radius speci�ed as appropriate:


 = D(c; r) , f z 2 C : jz � cj < r g: (2.2)

� Let  be the map from
 to the open unit disc:

 : x 7!
x � c

r
: (2.3)

� Let A 
 be the Banach space of functions analytic on the open disc
 , continuous

and bounded on its closure. This space can be written as:

A 
 = f f = f u �  jf u 2 Ag ; (2.4)

which simpli�es the implementation of the rigorous computations by representing

each map as the composition of a corresponding map,f u (where `u' stands for

`unit disc'), analytic on the unit disc D(0; 1), with the a�ne map  : 
 ! D(0; 1)

(thus we can design the rigorous computations to work with functions on the unit

disc in the �rst instance, and then we work with the composition above).
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A function, f 2 A 
 may be written as a power series expansion

f (x) =
1X

k=0

ak

�
x � c

r

� k

; (2.5)

convergent on 
. Note that the `1-norm is then

kf k :=
1X

k=0

jak j: (2.6)

The resulting function space is in�nite dimensional; a (Schauder) basis is given by the

monomials

ej (x) =
�

x � c
r

� j

: (2.7)

We let PA denote the canonical projection onto the polynomial part, andH A denote

the canonical projection onto the high-order part of the space. Speci�cally, we write

f 2 A as f = f P + f H with f P 2 PA and f H 2 H A; where

f P (x) = ( P f )(x) :=
NX

k=0

ak

�
x � c

r

� k

; (2.8)

where N is referred to as the truncation degree, andH := ( I � P). For notational

simplicity, we regardN as �xed and suppress it, writing simplyP and H , rather than,

for examplePN and HN , for the corresponding operators.

For numerical calculations it is su�cient to work with such truncated polynomials

in PA. In section 3.3 we introduce `function balls' in the spaceA with a bounded

high-order part and a general radius.

2.3 Newton's method in function space

For the rigorous proof, in the next chapter, we will work with an `even representation'

of functions described in the next chapter with corresponding renormalisation operator,

T, but for ease of understanding we describe here the process for operatorR.

Having one, non-scaling expanding eigenvalue,� , the operator R is not contractive

near the desired �xed point and thus repeated direct iteration ofR is not useful (one

would need an initial function lying exactly on the stable manifold of the �xed point

and exact operations in order to converge to it). Instead, we use a Newton-like operator

to converge towards the �xed point.

Newton's method for �nding zeroes of an operatorF is given by

N : g 7! g � [DF (g)]� 1F (g): (2.9)
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For �nding �xed points of R, we let

F (g) = R(g) � g:

The presence ofDF (g) (which varies with g) makes the Newton operator inconvenient

to deal with. Instead, we de�ne �, as follows

� : g 7! g � � F (g); (2.10)

where

� � [DR(g) � I ]� 1: (2.11)

Then � is a Newton-like operator that shares the same �xed points asR and, close

enough to the �xed point, whose derivativeD� has no expanding directions.

We choose � to be a �xed, linear operator, an approximation to the inverse of the

derivative of F . Using this approximation is su�cient for Newton's method, and avoids

the need for a second derivative ofR in D�.

In order to implement �, we form a linear operator � whose action on the poly-

nomial part of the space is a matrix � P P , where PP indicates the polynomial part,

with action zero on the high-order part, using the formal expression for the Fr�echet

derivative (see Appendix C.1) evaluated on the basis elements ofPA:

� P P � DR(g): (2.12)

Speci�cally we take

[� P P ]jk � � j (DR(g0)ek); (2.13)

where� j is the j -th coordinate functional andek denotes thek-th basis element, with

0 � k � N , and g0 denotes an approximate �xed point.

This corresponds to `taking the derivative in every possible direction'. Then

� = [� � I ]� 1; (2.14)

which, because � is block-diagonal, leads to the following polynomial part, �P P , for

�:

� P P = [� P P � I ]� 1: (2.15)

Provided � P P is well de�ned and invertible, then � has the same �xed point asR.

(Alternatively, we can use a �nite di�erence approximation based on small pertur-

bations of g to form the Jacobian matrix that approximatesDF (g) on PA.)

In section 3.4 we describe how we use Newton's method rigorously (i.e., for function

balls) and will give the corresponding formulation of the operator �P P .



CHAPTER 2. NON-RIGOROUS EXPLORATION OF PERIOD-DOUBLING 22

2.4 Finding the renormalisation �xed point func-

tion numerically

Feigenbaum derived the renormalisation operatorR, equation (1.8), to help explain

the period-doubling phenomenon. We have studied the symmetric one-variable system

and replicated results for the Feigenbaum constants,� and � . These constants are

observed in the bifurcation diagram (�gure 1.5) which shows the asymptotic (`long

time') behaviour of orbits. Starting with � 1 < x 0 < 1 and iterating the equation

xn+1 = 1 � �x 2
n ; (2.16)

1000 times (and discarding the �rst 900 results) across the range 0< � < 2 we can

plot the diagram, which clearly shows the period-doubling cascade and the self-a�ne

pattern of scaling by the di�erent horizontal and vertical constants. As� reaches

critical values two new stable branches are born for every existing stable branch, which

becomes unstable but continues on its trajectory (unseen in the diagram since it is

non-attractive).

Using Aitken's � 2 extrapolation (see for example [50]):

� 1 = � i � 2 +
(� i � 1 � � i � 2)2

2� i � 1 � � i � 2 � � i
; (2.17)

we were able to con�rm previously published �gures for Feigenbaum's� and � .

We can �nd a truncated approximation to the solution analytically, see Appendix

A.2, however, we need many more coe�cients for an accurate approximation.

To �nd an approximate, computer-assisted solution we work with polynomials to a

�xed truncation degree. We use equation

xn+1 = 1 � � 1 x2
n ; (2.18)

as a starting point, where� 1 is the period-doubling accumulation point, found numer-

ically,

� 1 � 1:401155189092; (2.19)

which is consistent with the accepted �gure in all digits quoted here. In this way we

approach the �xed point close to the stable manifold and may iterate the function a

couple of times then use the function space version of Newton's method described in

section 2.3. Note that performing too many renormalisations can evoke the expanding

direction of the derivative of R.

Approximating the �xed point in this way, with, for example, 101 coe�cients, we

easily converge to a polynomial approximation to a series solution:

g(x) = 1 � 1:527x2 + 0:104x4 + 0:026x6 � 0:003x8 + ::: (2.20)
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with the size of the coe�cients quickly diminishing beyond the truncation level given

here. Individual coe�cients have been truncated at three decimal places here for ease

of reading.

For the rigorous proof it is important to consider on what domain the �xed point

is de�ned. Indeed, we consider the domain in the complex plane in Chapter 3. In due

course we place a function ball around an approximation in a particular domain and

using a rigorous framework we prove the ball contains a �xed point.

We also experimented using the sequence of Chebyshev polynomials,T0; T1; ::: as a

(Schauder) basis. Using this basis our Newton method converged very quickly. This is

particularly useful for �nding �xed points in higher dimensions but ultimately unlikely

to be useful for a rigorous proof. Chebyshev polynomials are de�ned by the recurrence

relation: 8
>>><

>>>:

T0(x) = 1 ;

T1(x) = x;

Tn+1 (x) = 2 xTn (x) � Tn� 1(x):

(2.21)

Having found an approximation to the Feigenbaum renormalisation �xed point

function we are able to plot it. Points outside of the domain of convergence of the

power series forg have to be handled carefully; we utilise the �xed point equation (1.9)

to evaluateg recursively where necessary. For a detailed explanation of this see section

3.5.1.

Figure 2.1 illustrates the scaling: (b) is plotted over a range� 2 times the range

of (a), the overall shape is the same but (b) has much more �ne detail. Both exhibit

multiple copies of the same pattern. Figure (a) is a small part of �gure (b).

(a) g over range� 20 < x < 20 (b) g over range� 125< x < 125

Figure 2.1: The Feigenbaum �xed point function, shown here over di�erent ranges - the
range of (b) is � 2 times the range of (a). Note the scaling, and the beautiful fractal details
in (b).

As a simple bi-product of an accurate approximation forg, we can calculate an

approximation to � :

� = g(1)� 1 � � 2:5029078750958926: (2.22)



CHAPTER 2. NON-RIGOROUS EXPLORATION OF PERIOD-DOUBLING 24

In the next chapter we provide tight rigorous bounds on� . It turns out that our

approximation above, calculated with 101 coe�cients ofx is accurate in all but the

last digit.

2.5 Eigenvalues and Eigenfunctions of DR(g)

We explore the eigenvalues and eigenfunctions (a�ectionately known locally as Feigen-

values and Feigenfunctions) ofDR(g) at the �xed point.

We use the Fr�echet derivative ofR, with respect to function g, to obtain the eigen-

problem. From the renormalisation equation

R(g)(x) = �g (g(� � 1x)); (2.23)

with the de�nition

� := g(1)� 1; (2.24)

we obtain

DR(g)h(x) = � � 2h(1)g
�
g

�
� � 1x

��
(2.25)

+ �h
�
g

�
� � 1x

��
(2.26)

+ �g 0
�
g

�
� � 1x

��
h

�
� � 1x

�
(2.27)

+ �g 0
�
g

�
� � 1x

��
g0

�
� � 1x

�
xh(1): (2.28)

Details of the calculation of the above Fr�echet derivative can be found in Appendix

C.1.

Although we have chosen an operator using the de�nition� = g(1)� 1, which pre-

serves the normalisationg(0) = 1, other choices for� occur in the literature, including

setting � equal to the universal value (or some other constant value)a priori (resulting

in our earlier expression forL(g) (equation (1.17)), and others, which are described in

detail by Varin, [48]. The choice of scaling has a subtle (but largely immaterial) e�ect

on the spectrum, as we will see later on.

In what follows, we will �rst consider the case where� is constant, and refer to the

derivative of the corresponding operatorR with this assumption asL(g), as we did in

the previous chapter.

In this case, the �rst and fourth terms of the Fr�echet derivative (2.25) and (2.28)

vanish, leaving

L(g)h(x) = �h
�
g

�
� � 1x

��
+ �g 0

�
g

�
� � 1x

��
h

�
� � 1x

�
; (2.29)

and hence,

DR(g)h(x) = L(g)h(x) + �h (1)
�
g0

�
g

�
� � 1x

��
g0

�
� � 1x

�
x � �g

�
g

�
� � 1x

���
: (2.30)
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In section 2.5.2 we will consider the case where� = g(1)� 1, thus the scaling� in the

de�nition of the operator varies with g. We refer to the full derivative of R as DR(g).

A third alternative, � = g(0) g(g(0)) � 1 is used by Vul, Sinai and Khanin in [14], but

we shall not analyse that variant. We note that the di�erent variants of the operator

share the same nontrivial �xed point.

2.5.1 L(g) Feigenfunctions

Figure 2.2: The Feigenfunction corresponding to� when � is assumed constant.

Major Feigenvalues ofL(g) from numerical calculations are shown in table 2.1,

and their Feigenfunctions are shown in �gure 2.3. These are calculated by �nding

the eigenvalues and associated eigenvectors of a matrix whose columns are formed by

evaluating the expression for the operatorL(g) on all basis elements ofPA. Several

are associated with change of scale. In the table, we give analytical expressions for

such eigenfunctions. These will be derived in detail in what follows.

Feigenvalue interpretation Feigenfunction
4:66920161 �

� 2:50290788 � e0(x) = g0(x) � 1
1:00000000 � 0 e1(x) = xg0(x) � g(x)

� 0:39953528 � � 1 e2(x) = x2g0(x) � (g(x))2

0:15962844 � � 2 e3(x) = x3g0(x) � (g(x))3

� 0:12365271 � 6, not scaling
� 0:06377719 � � 3 e4(x) = x4g0(x) � (g(x))4

� 0:05730702 � 8, not scaling

Table 2.1: Major eigenvalues associated with theL(g) version of the derivative.

Note the presence of non-scaling eigenvalues with modulus less than one. Depend-

ing on the degree of the �xed point approximation used, and the domain, numerical
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(a) eigenfunction corresponding to� (b) eigenfunction corresponding to�

(c) eigenfunction corresponding to 1 (d) eigenfunction corresponding to� � 1

(e) eigenfunction corresponding to� � 2 (f) eigenfunction corresponding to� 6

(g) eigenfunction corresponding to� � 3 (h) eigenfunction corresponding to� 8

Figure 2.3: Feigenfunctions in theL(g) system. In all cases the blue lines are produced
from numerical calculations, from the Feigenfunctions associated with Feigenvalues.
Where they exist, the orange lines are from the analytic formula given in table 2.1, and
exactly superimpose the blue. All have been normalised to have value 1 at 0.

artefacts can also appear in the spectrum. For this non-rigorous exploration of the

�xed point we used a polynomial with a constant and 100 coe�cients, on a domain

with centre 0 and radius 1. This is considered to give results (101 feigenvalues) accu-

rate to several decimal places without taking an excessive time to compute. We have

excluded the numerical artefacts from the table.

Eigenvalues outside the unit disc correspond to unstable directions under the renor-

malisation operator. The only signi�cant one being� , with � and � 0 = 1 corresponding

to scale changes.

In order to obtain the analytic solutions we have to solve the eigenproblem:

L(g)v = �v: (2.31)
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De�nition 2.32 Given a �xed point, g, of the renormalisation operator

R(g) = �g (g(� � 1x));

we de�ne

ek(x) := xkg0(x) � g(x)k : (2.33)

Proposition 2.34 The function, ek(x), is an eigenfunction ofL(g), with eigenvalue

� 1� k . In particular, e1(x) is an eigenfunction ofL(g) with eigenvalue1.

Proof Substituting ek into equation (2.29) gives

L(g)ek(x) = �
h
g

�
� � 1x

� k
g0

�
g

�
� � 1x

��
� g

�
g

�
� � 1x

�� k
i

+ �g 0
�
g

�
� � 1x

�� h�
� � 1x

� k
g0

�
� � 1x

�
� g

�
� � 1x

� k
i

: (2.35)

The �rst and last terms cancel to leave

L(g)ek(x) = � �g
�
g

�
� � 1x

�� k
+ �g 0

�
g

�
� � 1x

�� �
� � 1x

� k
g0

�
� � 1x

�
: (2.36)

We note that at the �xed point we can di�erentiate g

g(x) = �g
�
g

�
� � 1x

��
; (2.37)

with respect to x:

g0(x) = g0
�
g

�
� � 1x

��
g0

�
� � 1x

�
: (2.38)

Since we are at the �xed point we can substituteg and g0 from (2.37) and (2.38), and

simplify to get

L(g)ek(x) = � 1� k
�
xkg0(x) � g(x)k

�

= � 1� kek(x); (2.39)

as required. �

These eigenfunctions are shown in table 2.1. We note in particular that

L(g)e1 = e1; (2.40)

has consequences forDR(g), as proposition 2.47 shows.

In �gure 2.3 we plot the Feigenfunctions corresponding to the Feigenvalues listed in

table 2.1, both numerically from the eigensystem, in blue, and we plot those identi�ed
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as associated with coordinate changes from the analytical solution, in orange. Where

they exactly superimpose, only the analytic solution shows.

As for the graphs of functiong in �gure 2.1, the functions are calculated recursively

for points outside the domain of convergence, using the equation

h(x) =
�
�

�
h

�
g

�
� � 1x

��
+ g0

�
g

�
� � 1x

��
h

�
� � 1x

��
; (2.41)

and also using the recurrence relations forg and g0.

At �rst glance the functions have either an odd or even appearance, however, as

can be seen on closer examination, the eigenfunctions corresponding to 1 and� � 2 are

even and the other functions shown are neither. Functions corresponding to� � 2k are

all even, whilee0 for example is neither, being an odd function plus a constant. The

eigenfunction corresponding to� appears even, but has no known analytic form.

2.5.2 DR(g) Feigenfunctions

For the true operator derivative DR(g), we no longer assume that� is constant. In-

stead, we allow it to vary with g and have all four terms of the Fr�echet derivative shown

in equations (2.25) to (2.28). For non-rigorous calculations, one can alternatively use

a �nite di�erence approximation.

The major Feigenvalues obtained fromDR(g) follow in table 2.2, and the corre-

sponding Feigenfuctions are shown in �gure 2.4.

Feigenvalue interpretation Feigenfunction
6:26454888 � 2 � 2e1(x)
4:66920002 �

� 2:50290787 � e0(x) � e1(x)
� 0:39953528 � � 1 e2(x) � e1(x)

0:15962878 � � 2 e3(x) � e1(x)
� 0:12365284 � 6, not scaling
� 0:06377719 � � 3 e4(x) � e1(x)
� 0:05730720 � 8, not scaling

Table 2.2: Major eigenvalues of the Feigenbaum �xed point function.

Having examined eigenfunctions ofL(g) and DR(g) separately, we now explain how

they are related.

To this end, we letM (g) represent the �rst and fourth terms of the Fr�echet deriva-

tive, so that

DR(g) = L(g) + M (g); (2.42)

and

M (g)h(x) = � � 2h(1)g(g(� � 1x)) + �g 0(g(� � 1x))g0(� � 1x)xh(1): (2.43)
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(a) eigenfunction corresponding to� 2 (b) eigenfunction corresponding to�

(c) eigenfunction corresponding to� (d) eigenfunction corresponding to� � 1

(e) eigenfunction corresponding to� � 2 (f) eigenfunction corresponding to� 6

(g) eigenfunction corresponding to� � 3 (h) eigenfunction corresponding to� 8

Figure 2.4: Feigenfunctions produced by the �nite di�erence method of di�erentia-
tion. In all cases the blue lines are produced from numerical calculations, from the
Feigenfunctions associated with Feigenvalues. Where they exist, the orange lines are
from the analytic formula given in table 2.2, and exactly superimpose the blue. All
functions are normalised.

In order to obtain the analytic solutions forDR(g) we have to solve the eigenprob-

lem:

DR(g)v = �v: (2.44)

De�nition 2.45 Given a �xed point, g, of the renormalisation operator

R(g) = �g (g(� � 1x));

we de�ne

êk(x) := ek(x) � e1(x); (2.46)
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whereek is as stated in de�nition 2.32.

Proposition 2.47 (i) The function e1(x) is an eigenfunction ofDR(g) with eigenvalue

� 2.

(ii) The function, êk(x), is an eigenfunction ofDR(g), with eigenvalue� 1� k for

k 6= 1:

Proof Part (i):

We substitute ek , using de�nition (2.32), into the DR(g) Fr�echet derivative, equa-

tions (2.25) to (2.28) with k = 1, noting that

e1(1) = � � � � 1: (2.48)

DR(g)e1(x) = � � 2[� � � � 1]g(g(� � 1x))

+ � [g(� � 1x)g0(g(� � 1x)) � g(g(� � 1x))]

+ �g 0(g(� � 1x))[( � � 1x)g0(� � 1x) � g(� � 1x)]

+ �g 0(g(� � 1x))g0(� � 1x)x[� � � � 1]: (2.49)

Making use of the functional equations already derived, (2.37) and (2.38) at the

�xed point, and cancelling terms, we have

DR(g)e1(x) = � � (� � � � 1)g(x) � g(x) + xg0(x) + �x (� � � � 1)g0(x)

= � � 2g(x) + � 2xg0(x)

= � 2(xg0(x) � g(x))

= � 2e1(x); (2.50)

as required. �

Proof Part (ii) k 6= 1:

In proposition 2.34 and the subsequent proof we showed thatek is an eigensolution

for L(g).

Moreover,

M (g)ek(x) = � � 2ek(1)g
�
g

�
� � 1x

��
+ �g 0

�
g

�
� � 1x

��
g0

�
� � 1x

�
xek(1): (2.51)

Making use of the functional equations already derived (2.37) and (2.38) at the �xed
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point, we have

M (g)ek(x) = � �g (x)ek(1) + �xg 0(x)ek(1)

= � [xg0(x) � g(x)]ek(1)

= �e 1(x)ek(1): (2.52)

So the full derivative is

DR(g)ek(x) = L(g)ek(x) + M (g)ek(x) = � 1� kek(x) + �e 1(x)ek(1): (2.53)

In order to give the reader an intuitive feeling forêk we let

êk = ek + �e1: (2.54)

For the form of êk , we write

DR(g)êk = DR(g) [ek + �e1]

= DR(g)ek + DR(g)�e1: (2.55)

Then, substituting our known solutions forDR(g)ek and andDR(g)e1, equations (2.53)

and (2.50) respectively,

DR(g)êk(x) = � 1� kek(x) + �e 1(x)ek(1) + �� 2e1(x): (2.56)

Noting that ek(1) = � � � � k , we have

DR(g)êk = � 1� kek + �e 1[� � � � k ] + �� 2e1

= � 1� kek + � 2e1 � � 1� ke1 + �� 2e1: (2.57)

We set this equal to the desired� 1� kek + �� 1� ke1: and solve for� . So the solution is

DR(g)êk(x) = � 1� k [ek(x) � e1(x)] k 6= 1

= � 1� k êk(x); (2.58)

and we conclude the proof. �

These eigenfunctions are shown in table 2.2.

In fact, all eigenvalues (except� 2 and 1 which interchange) are common to both

L(g) and DR(g) and each eigenfunction ofL(g) corresponds to an eigenfunction of

DR(g). This can be shown by adapting the proof given above. In particular,� is an

eigenvalue of bothL(g) and DR(g). In section 3.6 we gain rigorous bounds both on

the value of eigenvalue� and on the associated eigenfunction.
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2.6 Spectrum for operator corresponding to scaling

of added noise

This section explores the e�ect of the addition of a small amount of noise, in the form

xn+1 = 1 � �x 2
n + "� n ; (2.59)

where� n are independent and identically distributed (iid) random variables with unit

standard deviation from mean 0, and� is a small parameter> 0.

The e�ect of uncorrelated noise has been studied by others including Crutch�eld et

al. [6] and Shraiman et al. [7]. See also Kapustina et al. [42]. Without deriving the

equation for the eigenproblem we give a general overview and accept Crutch�eld's

�D (�x ) = �
�

[g0(g(x)) D (x)]2 + [ D (g(x))]2
� 1=2

; (2.60)

which we restate as

�h (x) = � 2
� �

g0
�
g

�
� � 1x

��� 2
h

�
� � 1x

�
+ h

�
g

�
� � 1x

�� �
=: N (g)h(x); (2.61)

for any eigenvalue,� , preferring to work without the square root. Fiel [23] derives the

corresponding operator in the case where correlation is allowed amongst the� n .

We wish to �nd 
 , the scaling constant related to the variance of the added noise.

In section 3.7 we provide a proof and rigorous bounds on
 . Figure 2.5 shows the e�ect

of 
 on the noise level. Asymptotically, the variance of the noise observed in successive

bifurcations scales by
 2.

(a) " = 0:01 (b) " = 0:01=
 (c) inset of (b)

Figure 2.5: Bifurcation diagram showing the `fuzziness' of noise and the e�ect of scaling
noise down by
 - to see the same proportion of noise we need to move one bifurcation
to the right. (b) shows bifurcations with noise scaled down by
 . (c) shows the inset
box of (b) scaled up by� in the horizontal direction and � in the vertical direction.
We can observe that the amount of `fuzziness' in (a) and (c) is approximately equal.

Figure 2.6 shows the eigenfunction corresponding to eigenvalue
 2, the eigenvalue

associated with period-doubling in the presence of noise. The eigenfunction for large

x is evaluated using equation (2.61) recursively and within this, recurrence relations

are also used forg and g0, as we originally did for the function g in �gure 2.1 and
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repeated for eigenfunctions in the previous sections. We note that this eigenfunction is

positive everywhere (which should be anticipated from its interpretation as a function

that scales the distribution of noise).

Figure 2.6: The eigenfunction corresponding to
 2 associated with period-doubling
with additive noise.

Using our approximation for the �xed point function, g, with 101 coe�cients, cal-

culated in section 2.4 (see �gure 2.1), we �nd the major eigenvalues using the modi�ed

derivative N (g). We show the major eigenvalues in table 2.3, and plot their corre-

sponding eigenfunctions in �gure 2.7.

eigenvalue interpretation analytical form
43:8116443 
 2

� 15:6795861 � 3 see separate comments
6:26454783 � 2 n0 = g0(x)2 � 1

� 2:50290788 � n1 = xg0(x)2 � g(x)
1:00000000 � 0 n2 = x2g0(x)2 � g(x)2

� 0:39953528 � � 1 n3 = x3g0(x)2 � g(x)3

0:39238538 � 7, not scaling
0:15962844 � � 2 n4 = x4g0(x)2 � g(x)4

Table 2.3: Major eigenvalues associated with period-doubling with additive noise.

A family of these eigenfunctions is known [23] as follows:

De�nition 2.62 Given a �xed point, g, of the renormalisation operator

R(g) = �g (g(� � 1x));

we de�ne

nk(x) := xkg0(x)2 � g(x)k : (2.63)

Proposition 2.64 The function nk(x) is an eigenfunction ofN (g) with eigenvalue

� 2� k for k � 0.



CHAPTER 2. NON-RIGOROUS EXPLORATION OF PERIOD-DOUBLING 34

eigenfunction corresponding to
 2 eigenfunction corresponding to� 3

eigenfunction corresponding to� 2 eigenfunction corresponding to�

eigenfunction corresponding to 1 eigenfunction corresponding to� � 1

eigenfunction corresponding to� 7 eigenfunction corresponding to� � 2

Figure 2.7: Major eigenfunctions for the operator corresponding to additive noise. In
all cases the blue lines are produced from numerical calculations, from eigenfunctions
associated with eigenvalues. Where they exist, the orange lines are from the analytic
formula given in table 2.3, and exactly superimpose the blue. All have been normalised
so f (0) = 1.

Proof: Substituting nk(x) into equation (2.61), we have

N (g)nk(x) = � 2
�
g0

�
g

�
� � 1x

��� 2
h�

� � 1x
� k

g0
�
� � 1x

� 2
� g

�
� � 1x

� k
i

+ � 2
h
g

�
� � 1x

� k
g0

�
g

�
� � 1x

�� 2
� g

�
g

�
� � 1x

�� k
i

: (2.65)

Multiplying out

N (g)nk(x) = � 2� kxk
�
g0

�
g

�
� � 1x

��
g0

�
� � 1x

�� 2
� � 2

�
g0

�
g

�
� � 1x

��� 2
g

�
� � 1x

� k

+ � 2g0
�
g

�
� � 1x

�� 2
g

�
� � 1x

� k
� � 2g

�
g

�
� � 1x

�� k
; (2.66)
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then, cancelling terms and making use of the functional equations (2.37) and (2.38) for

g and g0 respectively, at the �xed point we have:

N (g)nk(x) = � 2� k [xkg0(x)2 � g (x)k ]

= � 2� knk(x); (2.67)

as required. �

These analytic solutions are approximated by polynomials and plotted in �gure 2.7.

Eigenfunctions corresponding to eigenvalues which are even powers of� , and the

eigenfunction corresponding to� , are even functions. Others are neither even nor odd.

We remark that the function n� 1(x) is an eigenfunction corresponding to eigenvalue

� 3. However, as can be seen from its functional form in equation (2.63),n� 1(x) has

singularities and is therefore not analytic on the real line. We note that, since we are

working in spaceA of analytic functions (and, for the numerics inPA), this function

is not the one that we found earlier, indicated in the table 2.3. There is no known

analytical expression for the latter eigenfunction.



Chapter 3

Rigorous proof of the existence of

the Feigenbaum degree 2

renormalisation �xed point function

In this chapter we document a rigorous, computer-assisted proof of the existence of a

�xed point function of the renormalisation operator

T(G)(X ) = �G (Q(G(� � 2X ))) ;

with � = G(X )� 1 and Q(x) = x2 = X , using ideas and a non-rigorous �xed point

estimate developed in the previous chapter. We discuss the operator,T in section 3.4.

As a corollary, the existence of a �xed point function of

R(g)(x) = �g (g(� � 1x));

follows. The existence and rigorous bounds on the eigenvalue� follow naturally. We

provide rigorous bounds on Feigenbaum's eigenvalue� , and the universal constant
 ,

associated with noise.

Existence of the �xed point has been proven before by Lanford [10] and others. We

use a slightly di�erent method to prove existence, then use an original method to give

new rigorous bounds on the eigenvalues� and 
 2.

3.1 Working towards the rigorous proofs

In 1982, Lanford [10] provided a computer-assisted proof of the Feigenbaum conjec-

ture including the existence of the Feigenbaum constants,� and � , in the one-variable

system with one parameter,� . Others have improved the numerical accuracy of calcu-

lations (more decimal places) since then, including Mathar [47] in 2010. Mathar used

Chebyshev polynomials to �nd the renormalisation �xed point because of the inherent

numerical stability of this method.

36
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So far, we have convinced ourselves in a non-rigorous environment of the existence

of a �xed point, g, of the renormalisation operator (1.8) and the major eigenvalues

� and � . Numerical calculations and simple bifurcation diagrams support the scaling

factors. For a rigorous proof there are several issues we need to overcome:

� Domain extension: we need an accurate approximation,g, to the �xed point

on a suitable domain such that� � 1
 and g(� � 1
) map within the domain,

ensuring that the operator is well de�ned, is di�erentiable, and its derivative is

well behaved. We discuss this further in section 3.4.

� The function space is in�nite-dimensional. The actual �xed point,g� is an an-

alytic function with an associated power series. We need to add a higher-order

term to our (truncated) polynomial to capture all the terms that we would lose

in a non-rigorous environment every time we multiply or compose functions.

Following Eckmann, Koch and Wittwer [13] we develop a framework to ensure

computations are bounded correctly.

� Unable to �nd the �xed point exactly, we need to work with a function ball, B ,

and prove that g� exists within that ball. This involves bounding all intermediate

computations within function balls and performing all numerical computations

on bounds by using interval arithmetic to guarantee containment of the exact

solution.

� Computer arithmetic has limited precision. Not all numbers are machine repre-

sentable. We employ directed rounding up and down modes within the interval

arithmetic to ensure that genuine representable bounds are produced at every

step.

3.1.1 Contraction Mapping Theorem

We repeat Lanford's proof using a slightly di�erent method, and go on to provide new

proofs. We choose to work in a Banach space which allows us to rely on relevant

theorems, speci�cally theContraction Mapping Theorem [CMT], and the Mean Value

Theorem [MVT] extended to function space. The contraction mapping theorem re-

quires an operation � which maps a complete metric space into itself and that � is a

uniform contraction. See �gure 3.1.

We bound the norm of the movement of the approximate �xed point function,

g0 2 B 0 := B(g0; 0) := f g0g, under one application of operator �:

jj �
�
g0

�
� g0jj � ": (3.1)

We choose a radius� > " , and consider the ball

B 1 := B(g0; � ) := f f 2 A j k f � g0k � � g: (3.2)
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Figure 3.1: Schematic to illustrate the contraction mapping theorem in function ball
proof of existence of a �xed point. The black arrow shows the movement of function
g0 under one operation of �.

We bound the uniform contractivity of � on B 1.

The mean value theorem gives us

jf (b) � f (a)j = jf 0(c)j � j b� aj; (3.3)

with c 2 [a; b] on the real line. Extending this to function space, wheref and g are

functions,

8f; g 2 B 1; jj �( f ) � �( g)jj � � jj f � gjj ; where 0< � < 1: (3.4)

So we may bound the uniform contractivity of operator � by bounding its derivative

sup
f 2 B 1= B (G0 ;� )

jjD �( f )jj � sup
k

jjD �( f )ek jj 1 � �: (3.5)

Put simply, any pair of functions in B 1 gets closer together under �. Intuitively (see

�gure 3.1), existence of the �xed point is then proven if

" < � (1 � � ): (3.6)

Proposition 3.7 Under conditions 3.1, 3.4, and 3.6, the function ballB 1 maps into
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itself contractively.

Proof By the triangle inequality, then using the bounds described above,

8g 2 B(g0; � ); jj �( g) � g0jj = jj �( g) � �( g0) + �( g0) � g0jj

� jj �( g) � �( g0)jj + jj �( g0) � g0jj

� � jjg � g0jj + "

� �� + "

< �� + � (1 � � )

= �; (3.8)

as required. �

3.2 Interval Arithmetic and Computer Rounding

We will now indicate how we perform computations in order to establish the above

bounds rigorously. We begin with operations on numbers and progress to operations

on functions.

We cannot represent most real numbers exactly in the computer, e.g.� . It is

not only irrational numbers that give rise to problems; just as1
3 cannot be accurately

represented in a �nite number of decimal places, 0:1 cannot be accurately represented in

a �nite number of binary places (0:110 = 0:000110011:::2), so we instruct the computer

to take the nearest representable number below, and the nearest representable number

above, to bound the number we want to work with.

For the rigorous calculations, rather than performing calculations with individual

quantities we work with sets, e.g., an interval like [3,4], whose boundaries are exactly

representable and we need to bound the results of operations to ensure that the resulting

intervals contain the exact results.

Let J be the set of all closed intervals.

J = f [a; b] : a; b2 R; a � bg:

Given x 2 R we contain it in an interval I 1 2 J , then bound calculations involvingx

by calculations involving I 1, in particular the bounds onI 1, which area; b.

x 2 J (a; b) := [ a; b];

where (a; b) is an ordered pair of real numbers. For example, considering addition, if

x 2 I 1 and y 2 I 2, and I 1; I 2 2 J then we require that

x + y 2 I 1 + I I 2;
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where + is the addition operation onR and + I is the interval addition operation onJ .

Mathematically, I 1 + I 2 = f z = x + yjx 2 I 1; y 2 I 2g.

We implement +I so that:

x + y 2 I 1 + I I 2 � J ((a; b) + IC (c; d)) ;

in which + IC denotes an operation on interval bounds that adds using directed com-

puter rounding:

(a; b) + IC (c; d) := ( a + # c; b+ " d); (3.9)

where the operation +# (respectively, +" ) is guaranteed to produce a computer- rep-

resentable lower (respectively, upper) bound on the true mathematical result of the

addition.

We note that other operations on real numbers can be similarly bounded and by

taking intervals for the real and imaginary parts, operations on complex numbers can

also be bounded by using `rectangle arithmetic'.

3.3 Function ball algebra

Having outlined how computations involving Reals can be bounded rigorously using a

computer, via interval arithmetic and directed rounding, we now show how this idea is

extended to computations with functions.

To this end, we work with function balls; sets of functionsf which can be written

as the sum of a polynomial part,f P , a higher-order part, f H , and general part, f G.

The polynomial part will have a �xed truncation degreeN and will be represented by

a vector of intervals that bound the coe�cients. The high-order part and general part

will be represented by bounds on their norms.

Working in spaceA, (see de�nition 2.1) we have real, analytic, continuous functions

with a �nite `1 norm.

Given g 2 A we contain it in a function ball, A (v) speci�ed by bounds

v = ( vP ; vH ; vG) 2 B ; (3.10)

whereB is the set of all bounds, whose form we will give below. Think of the bounds

v as a set of data that will be used to specify a set of functionsA(v). We then bound

calculations involving g by calculations involving the ball A (v) 3 g (in turn speci�ed

by calculations involving the boundsv 2 B).

Let

A (v) = f f 2 A j f = f P + f H + f Gg; (3.11)
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such that f P 2 PA with vP 2 J N +1 , a vector ofN + 1 intervals, such that

f P (x) =
NX

i =0

ai x i ; ai 2 (vP ) i ; (3.12)

and f H 2 H A is a `higher-order function' with

kf H k � vH ; (3.13)

and, �nally, f G 2 A is a `general function' such that

kf Gk � vG: (3.14)

So, for example, iff; g 2 A , with f 2 A (u), and g 2 A (v) then we note that

h = f + g 2 A (u) + A A (v) ; (3.15)

where +A represents function ball addition

A(u) + A A(v) = f r = p + q j p 2 A (u); q 2 A (v)g; (3.16)

and we want to implement +B , the corresponding operation on bounds, so that:

A (u) + A A (v) � A (u + B v) : (3.17)

Addition of function balls, for example, is relatively straightforward, with each term

being the sum of the individual equivalent terms: Supposef; g 2 A are functions (each

bounded in its own ball) and we want to boundh = f + g: we have, e.g.,

f = f P + f H + f G 2 A (uP ; uH ; uG); (3.18)

and likewise,

g = gP + gH + gG 2 A (vP ; vH ; vG); (3.19)

whereuP and vP are vectors of interval coe�cients of truncated polynomial parts

f P =
NX

k=0

akxk and gP =
NX

k=0

bkxk ; (3.20)

and uH and uG give bounds on the higher-order and general parts:jj f H jj � uH ,

jj f G jj � uG, jjgH jj � vH , and jjgG jj � vG. Then, letting

f + g = h; (3.21)
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we need to �nd boundsw = ( wP ; wH ; wG) 2 B that guarantee that

h 2 A (w) � A : (3.22)

We can take

h 2 A (uP + vP ; uH + vH ; uG + vG): (3.23)

To see why, note that coe�cients of the polynomial part are added elementwise

hP (x) =
NX

k=0

(ak + bk)xk ; (3.24)

(we can bound the coe�cient addition using interval arithmetic) and bounds onjjhH jj �

wH are obtained via the triangle inequality

jjhH jj = jj f H + gH jj � jj f H jj + jjgH jj � uH + vH =: wH ; (3.25)

and similarly for the general term.

Table 3.2 shows how an operation such as multiplication of two function balls may

result in multiple contributions to the three terms in the answer.

P G H
P P and H G H
G G G H
H H H H

Figure 3.2: Polynomial, general and higher-order terms. This table shows the results
of multiplying two function balls.

Supposeh is the product of functionsf and g bounded as above:

h = f � g = ( f P + gH + f G) � (gP + gH + gG): (3.26)

We now wish to �nd bounds (wP ; wH ; wG) 2 B to ensure that

h 2 A (wP ; wH ; wG): (3.27)

The components ofh are made up as follows

hP (x) =
X

0� j;k � N;j + k� N

(aj bk)x j + k ; (3.28)

hH =
X

0� j;k � N;j + k>N

(aj bk)x j + k + f H gP + f H gH + f H gG + gH f P + gH f G; (3.29)
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hG = f P � gG + f G � gP + f G � gG; (3.30)

with sums and products complying with the requirements for intervals and, for example,

khGk � k f P k � vG + uG � kgP k + uG � vG =: wG: (3.31)

To see this,

khGk = kf P � gG + f G � gP + f G � gGk

� k f P � gGk + kf G � gP k + kf G � gGk

� k f P k � kgGk + kf Gk � kgP k + kf Gk � kgGk

� k f P k � vG + uG � kgP k + uG � vG

=: wG; (3.32)

where the �rst step follows from the triangle inequality for the norm of the Banach

spaceA and the second step follows becauseA is also a Banach algebra with respect

to the product of functions, (f � g)(x) := f (x) � g(x), that is kf � gk � k f k � kgk. Bounds

on the norms of the polynomial parts are simply computed using interval arithmetic

and the bounds on the individual coe�cients.

For all operations, in the case of two variables, please see Eckmann, Koch and

Wittwer [13] from which the results can be simpli�ed to functions of one variable,

providing bounds on the following operations: additionf + g, scalar multiplication af ,

product f � g, compositionf � g (given suitable restrictions ong), `derivative followed

by composition' f 0 � g (also given suitable restrictions ong), evaluation f (x) (with

suitable restrictions onx), and the norm kf k.

3.3.1 Choice of language for computer implementation

Python [37] was used for the implementation of the rigorous framework, described

above, that was written with my collaborator, Dr. Andrew Burbanks. It was also used

for the computations themselves, which were performed in Jupyter notebooks [52] to

allow LATEX documentation to be combined with code and the resulting outputs and

plots.

The language supports object orientation, that allows us to de�ne various classes

of object (interval, rectangle, truncated series, standard function ball, disc domain,

general function ball, etc.). Each instance of a class (e.g., each individual interval)

then has its own separate bounds and we can design operations for each class to work

with these bounds in a consistent way.

Operator overloading allows us to de�ne the meaning of the various operators be-

tween these objects, e.g., we can overload the meaning of + between function balls to

implement function ball addition, and between truncated series to implement polyno-
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mial addition, and the meaning of () (parentheses) to provide function ball evaluation

(at an interval or rectangle) and composition (with another function ball).

To help ensure correctness, each operation produces a new object, rather than

mutating (changing the bounds within) an existing one. This has drawbacks in terms

of speed and memory usage but advantages in making the code easier to read and to

reason about.

Python provides a built-in decimal arithmetic module that supports multi-precision

arithmetic with the correct industry-standard (IEEE [46]) directed rounding modes to

implement operators like +# and + " in equation (3.9). This enables us to guarantee

the required inclusions, such as that in equation (3.17), and for the resulting bounds

to be quoted directly in publications without having to convert from binary 
oating

point to a nearby decimal.

For parallel processing, for example when evaluating the Fr�echet derivativeD�( G)

on all basis elements (e.g. equation (3.78)), the standard multiprocessing module was

used because the directed rounding modes for the arithmetic apply within a process,

so it's important to keep separate calculations in separate processes.

Python's built-in unit-testing framework was used to help ensure correctness of the

code by testing that various identities and inclusions hold.

A drawback of Python implementation, and of the decimal module, is that the

code runs slower than in other available languages and arithmetic implementations.

(A second implementation, in Julia [53], by my collaborators, was used for very high

precision and high truncation degree computations, see Section 3.8 for example. Julia

has the advantage of speed, a fast binary multi-precision arithmetic with the correct

directed-rounding modes, and parallel processing using a `Distributed' module.)

In due course we plan to publish the source code with journal papers resulting from

this work, and a more general version of the rigorous framework.

3.4 Renormalisation operator, T, in the reduced,

even representation

Following Lanford [10], for the rigorous proof of existence we need to �nd an accurate

approximation to the �xed point function on a suitable disc domain that needs to

satisfy certain requirements, called `domain extension', that we will give below.

For the original operator, R, we were not able to �nd a single disc that works.

Instead we work with a `reduced' representationG of even functionsg, and with the

corresponding operator, which has the advantage of �rst scaling the domain by� � 2 in

place of� � 1 and allows for a suitable disc domain for the functionG to be found.

De�nition 3.33 (`Reduced representation' of even functions.) Let

X = Q(x) := x2; (3.34)
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and write g = G � Q. Thus

g(x) = G(x2) = G(Q(x)) = G(X ): (3.35)

We de�ne the corresponding renormalisation operator acting on the reduced represen-

tation:

TG(X ) := �G (Q(G(� � 2X ))) ; (3.36)

with � = G(1)� 1:

The Fr�echet (functional) derivative, DT , of the reduced space renormalisation op-

erator with respect to G is:

DT (G) : H (X ) 7! � � 2H (1)G
�
Q

�
G

�
� � 2X

���

+ �H
�
Q

�
G

�
� � 2X

���

+ G0
�
Q

�
G

�
� � 2X

���
2�G

�
� � 2X

�
H

�
� � 2X

�

+ G0
�
Q

�
G

�
� � 2X

���
2G

�
� � 2X

�
G0

�
� � 2X

�
2XH (1): (3.37)

Details of such computations are provided in section C.1.

There is also a computational bene�t of working in the reduced representation, with

G, since the odd-numbered coe�cients of the �xed pointg� = G� � Q itself are zero,

and we know that the non-trivial renormalisation �xed point can be written in this

way.

Figure 3.3 demonstrates the e�ect of transformations on our chosen domain, the

disc D(1; 2:5), for an approximate �xed-point function G.

3.4.1 Domain Extension

We have previously found a polynomial approximation to the renormalisation �xed

point function in the form

G(X ) = 1 � 1:5276X + 0:1048X 2 + 0:0267X 3 + :::; (3.38)

with domain D(0; 1), centred at the origin. The constant term 1 causes concerns:

For f; g 2 A , f (x) is only well de�ned when jxj < 1.

Further, composition of functionsf � g is only well-de�ned whenjjgjj < 1, where the

`1 norm is the sum of the absolute values of the coe�cients. Additionally, the bounds

that can be computed in general onf � g using this particular formulation of function

balls tend to be rather loose ifg has a large constant term. See [13] for a detailed

exposition.

In order to con�rm the existence of the �xed point function we need to establish

a suitable domain 
. Changing this domain changes the coe�cients of the power

series and thus changes the norm. We require a domain that enables us to �nd a
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Figure 3.3: Non-rigorous domain extension: This diagram illustrates how a sample disc,
centre 1, radius 2.5, behaves under successive transformations present in the reduced operator,
�rst contracting under multiplication by � � 2.

ball in the function space on which the renormalisation operator (3.36) is well-de�ned,

di�erentiable and the derivative is compact. We follow Lanford in using a disc of

centre 1 and radius 2.5 which works well for the rigorous proof which follows in the

next section.

Firstly, we recall the role that the domain 
 plays. Recall that we let A 
 denote

the Banach space of functions analytic on open disc 
 and note that each function,f ,

in this space can be written as one,f u, from spaceA, composed with the a�ne map

	 
 from our domain 
 = D(c; r) to the unit disc D(0; 1) given by

	 
 : X 7!
X � c

r
; (3.39)

and then write

A 
 = f f = f u � 	 
 j f u 2 Ag : (3.40)

We also need to adapt the de�nition of a function ball, by saying

A 
 (vP ; vH ; vG) = f f = f u � 	 
 j f u 2 A (vP ; vH ; vG)g: (3.41)

We note that the inverse of the map to the unit disc,X 7! c+ rX , can be used to
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express a low-degree polynomial approximation to the �xed point in the new basis,

G(X ) =
NX

k=0

ak

�
X � c

r

� k

; (3.42)

whereN is the chosen truncation degree. Doing this for our chosen disc yields

G(X ) = Gu(U) � � 0:3995� 3:1286U + 1:0307U2 + 0:2160U3 + :::; (3.43)

whereU = 	 
 (X ).

3.4.2 Function ball composition and the choice of domain

Let f u; gu 2 A (where the superscriptu reminds us that the spaceA contains functions

analytic on the unit disc). Note that the compositionf � g is well-de�ned whenkgk < 1

(see Eckmann, Koch and Wittwer [13]).

The corresponding functionsf; g 2 A 
 , are written

f = f u �  
 ; g = gu �  
 ;

with f u; gu 2 A . Writing the composition f � g in this form yields

h = f � g = ( f u �  
 ) � (gu �  
 ) (3.44)

= [ f u � ( 
 � gu)] �  
 (3.45)

=: hu �  
 : (3.46)

Note that the composition 
 � gu in the expression forhu is always well-de�ned, being

the composition of an a�ne map with an analytic function. However, to guarantee

that the leftmost composition in equation (3.45) is well-de�ned, we require that

k 
 � guk < 1:

The domain 
 must to chosen to ensure that this is the case for crucial compositions

occurring on the right-hand side of the renormalisation operator.

Equivalently, we need to show that renormalisation is a well-de�ned operator on our

function ball. Multiplication by � , division by � 2 and squaring are always well-de�ned,

so for renormalisation equation (3.36) we check that our domain maps into itself under

the important functions


 7! � � 2
 and 
 7! Q(G(� � 2
)) where � = G(1)� 1: (3.47)

To do this, we construct a covering of the boundary of the disc 
 by a set of small

rectangles, using intervals to bound the real and imaginary parts of complex numbers,
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and map the rectangles, as shown in �gure 3.4, using function ball operations for a

suitable ball B 1 3 G.

If the corresponding `domain extension' properties hold,

� � 2
 � 
 ; (3.48)

Q(G(� � 2
)) � 
 ; (3.49)

then the operator is well de�ned on the ballB 1, it is di�erentiable there, and the

derivative is compact, which means that the spectrum ofDT (G� ) consists of the point

0 and a countable set of isolated eigenvalues of �nite multiplicity (see MacKay [36]).

Figure 3.4: Domain extension con�rmed rigorously for the even representation

We `intervalise' the coe�cients of our approximate �xed point G0(X ), bounding

them within trivial intervals, ak 2 [ak ; ak ], and using function ball operations to ensure

that any future calculations produce rigorous bounds on the results.

As outlined earlier, in producing a bound onk�( G0) � G0k � " , we will use a trivial

function ball (containing only the approximate �xed point)

B 0 := B(G0; 0) = A 
 ([a0; a0]; [a1; a1]; : : : ; [aN ; aN ]); 0; 0); (3.50)

and will then form a small ball of radius� > " around our approximate �xed point,

giving a ball

B 1 := B(G0; � ) = A 
 (([a0; a0]; [a1; a1]; : : : ; [aN ; aN ]); 0; � ); (3.51)
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on which we will use the contraction mapping theorem. We therefore verify the domain

extension conditions usingB 1 3 G to check that they hold for all functions in B 1. Of

course, the actual �xed point must also fall within this ball if the �nal proof is to

succeed.

3.4.3 Newton's method

We introduced Newton's method for functions in section 2.3 and applied it non-

rigorously. We now describe how to implement the Newton method rigorously, starting

with the linear operator � that approximates the Fr�echet derivative.

We use a matrix � P P that approximates the Fr�echet derivative of T at G on the

polynomial part, PA 
 . In the rigorous framework, we need to think about the high-

order terms. We choose � to be a linear operator with action � P P on PA 
 and action

0 on H A 
 . In other words, we choose the block-diagonal operator written has

� =

 
� P P 0

0 0

!

; (3.52)

i.e., with a slight abuse of notation, we view the action of � onf 2 A 
 as

� f = �( f P + f H + f G) =

 
� P P 0

0 0

!  
f P + P f G

f H + Hf G

!

: (3.53)

We need to invert

� � I =

 
� P P � I 0

0 � I

!

; (3.54)

to produce a linear operator � for Newton's method. The action of this operator on

the polynomial part of the space is therefore

� P P = (� P P � I )� 1; (3.55)

and on the high-order part of the space is� I since� I is self-inverse. (Note that, in

practice, we can verify invertibility of � P P , and hence � by inverting it via interval

Gauss elimination, for example.)

� =

 
� P P � I 0

0 � I

! � 1

=

 
(� P P � I )� 1 0

0 (� I )� 1

!

=

 
� P P 0

0 � I

!

: (3.56)
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Then,

� f = �( f P + f H + f G) =

 
� P P 0

0 � I

!  
f P + P f G

f H + Hf G

!

=

 
� P P (f P + P f G)

� (f H + Hf G)

!

:

(3.57)

Note that the only information available concerning the general termf G is that kf Gk �

uG; we don't know how this (total) norm is distributed between the coe�cients ofP f G

and Hf G. We must, therefore, add contributions from the maximum possible norm,

i.e., kP f Gk � uG, in particular a symmetric interval [� a;+ a] (formed from examining

how the rows of �P P multiply P f G), to every coe�cient in the polynomial part of

the answer, as the worst possible case. We must also viakHf Gk � uG modify the

high-order norm of the answer, to give high-order boundk � (f H + Hf G)k � uH + uG.

We have therefore seen how to implement the quasi-Newton operator

� : G 7! G � � [ TG � G] : (3.58)

We need to bound the derivative of �. Speci�cally, we require a bound on a suitable

norm (the maximum column-sum norm)

� > jjD � ( G) jj ; (3.59)

whereD�( G) acts on perturbations�G by

D� ( G) (�G ) = �G � � [ DT (G) (�G ) � �G ] ; (3.60)

where we can implement the Fr�echet derivativeDT (G) using the formal expressions

that we gained earlier, equations (2.25) to (2.28), using function ball operations.

3.4.4 Dependency problem.

It is well-known that in interval arithmetic, only trivial intervals x obeyx � x = [0; 0].

For example,

[2; 3] � [2; 3] = [ � 1; 1]; (3.61)

because all possible pairwise combinations of the operands must be considered

[a; b] � [c; d] = f x � y j x 2 [a; b]; y 2 [c; d]g; (3.62)

with x; y varying independently.

An analogous problem occurs with function balls. Since the action of � on the

high-order perturbation �G H 2 H A 
 is � I , the derivative of operator � acting on a
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high-order perturbation gives

D�( G)(�G H ) = �G H � � DT (G)(�G H ) � �G H (3.63)

= � � DT (G)(�G H ): (3.64)

It is therefore essential to use the simpli�ed form (3.64) to avoid an overestimated

norm of D� in (3.63): using function ball operations, in which each operand varies

independently, we would havek�G H � �G H k � 2k�G H k. Since we evaluate the Fr�echet

derivative over all basis elements (corresponding to unit vectors), failure to do so will

result in the bound on the norm of the right-hand side of (3.63) exceeding 2.

3.5 Existence of �xed point and rigorous bounds on

the universal constant, �

In this section, we bring the elements outlined above together, stating the bounds

achieved. In addition to the de�nition 2.1 of the function space in the previous chapter,

we de�ne:

De�nition 3.65 (Function balls B 0; B 1) We de�ne the following.

� Let 
 = D(1; 2:5) � C.

� Let G0 be an approximate �xed point of the renormalisation operatorT, with

domain 
 , whose major coe�cients we de�ne in table 3.1.

� Let B 0 = B(G0; 0); B 0 � A 
 .

� Let B 1 = B(G0; � = 10� 11); B 1 � A 
 .

Theorem 3.66 There exists a locally unique, non-trivial, real, analytic �xed point

function, G� 2 B 1, of the renormalisation operator

T : G(X ) 7! �G
�
Q

�
G

�
� � 2X

���
; (3.67)

with � = G(1)� 1 and Q(x) = x2 = X .

Corollary 3.68 As a corollary of Theorem 3.66, there exists a locally unique, real,

analytic �xed point function, g� = G� � Q, of the renormalisation operator

R : g(x) 7! �g
�
g

�
� � 1x

��
: (3.69)
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Term in (G0)u(U) Coe�cient
U0 -0.399535
U1 -3.128635
U2 1.030673
U3 0.216018
U4 -0.110662
U5 0.017343
U6 0.001681
U7 -0.001480
U8 0.000165
U9 0.000056
U10 -0.000018

Table 3.1: Table of coe�cients of the function (G0)u where the approximate �xed
point, G0, of the d = 2 renormalisation �xed point function, G� , may be written
G0(X ) = ( G0)u(U) whereU =  
 (X ) = ( X � c)=r. Thus g0 = ( G0)u �  
 � Q = G0 � Q.
Thus (G0)u is the corresponding function analytic on the unit disc, andG0 is analytic
on the domain 
, as described in sections 3.4.1 and 3.4.2. Coe�cients are rounded to
6 decimal places.

Proof of Theorem 3.66 Note that we choose to use a relatively small number of

coe�cients for the initial proof of existence. We provide a greater degree of accuracy,

a higher number of known decimal places for� , � and 
 at the end of the chapter.

� Recall that we let F = T � I noting that �xed points of T are zeros ofF .

� Let � be the quasi-Newton operator de�ned earlier

� : G 7! G � �( T(G) � G); (3.70)

see equation (3.55).

� Let " be a bound on the distance moved byB 0 = B(G0; 0) under one operation

of �,

jj �( B 0) � B 0jj � ": (3.71)

� Let � be a bound on the contractivity of � on B 1 = B(G0; � ). By the Mean

Value Theorem extended to function space the contractivity may be bounded by

the maximum column-sum norm of the derivative of the Newton-like operator �.

We use the �xed, linear operator �, equation (3.55), to form operator �, and

perform the following computations using function balls.

Taking a polynomial approximation to the �xed point that was calculated using 80

coe�cients in the space of even powers ofx, truncating to 20 coe�cients in the reduced

representation,G0 (equivalent to order 40 forg0), we then form the function ball B 0
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and perform one operation of �, we �nd this point moves a distance bounded by,

jj �( B 0) � B 0jj � " = 8 � 10� 12: (3.72)

We then form the ball B 1 around G0 with radius � > " , speci�cally

B 1 = B(G0; 10� 11): (3.73)

We con�rm that domain extension holds for allG 2 B 1, and then seek to bound the

contractivity of the operator � on B 1. We bound the contractivity of � by taking the

supremum of the norm of the Fr�echet derivative applied to all basis elements in the

space. Each polynomial basis element (unit vector)uk is bounded �rst by a trivial ball

uk 2 Uk := A 
 (([0; 0]; : : : ; [1; 1]; : : : ; [0; 0]); 0; 0); for k = 0; 1; : : : ; N; (3.74)

after which the high-order basis elements are all captured in a single ball,UH given by

uk 2 UH := A 
 (([0; 0]; : : : ; [0; 0]); 1; 0); for k > N: (3.75)

Since the function ball aroundG0 is a convex set, any line segment joining two points

within the ball is also in the ball and the Mean Value Theorem therefore implies that

having

jjD �( B 1)jj � � < 1; (3.76)

for a suitable norm, provides an upper bound on all the pairwise contractivities inB 1:

From the equation for � (3.70), the Fr�echet derivative, calculated for each basis

element�h 2 f U0; U1; : : : ; UN ; UH g, is given by

D�( B 1)( �h ) = �h � �[ DT (B 1)�h � �h ]; (3.77)

with � being the �xed, linear operator used to �nd the �xed point in the previous

section, equation (3.55).

We adjust for the dependency problem which manifests itself as a `contractivity' of

(just over) 2 in the higher-order part due to the boundjj �h H jj � 1. We then bound

the uniform contractivity of �: for all G 2 B 1 and all u 2 f U0; U1; : : : ; UN ; UH g

kD�( G)k � supkD�( G)(u)k � � = 0:024< 1: (3.78)

Finally, for the proof of existence, we test to make sure that

" < � (1 � � ): (3.79)

This ensures that the function ball, B 1, is mapped strictly inside itself by �, and

therefore, under the contraction mapping theorem a �xed point exists withinB 1 (see
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the schematic �gure 3.1). Substituting the bounds actually computed for" and � (with

N = 20 and � chosen to be 10� 11), yields

8 � 10� 12 < 10� 11(1 � 0:024): (3.80)

Result The proof is successful. A �xed point of renormalisation operatorT exists

within B 1, and by corollary 3.68, a �xed point of renormalisation operatorR also

exists. �

Following the successful proof thatB 1 contains the local �xed point we can provide

rigorous bounds on universal constant,� :

� = G� (1)� 1 2 B 1(1)� 1; (3.81)

� 2:50290787515854� � � � 2:50290787503324; (3.82)

giving 10 con�rmed digits.

We note that this is consistent with the many proofs already available, including

[10]. The purpose here is to establish a procedure that we can then build upon. In

table 3.3 we give over 400 con�rmed digits of� , rigorously computed using the same

method.

Examining the spectrum ofDT (G� ) (numerically) we notice immediately that � 2

and � are the only eigenvalues greater than 1, and� does not appear - this is due to

the operator T acting on even powers ofx only, and the division by � 2. Non-rigorous

results:

� 2 = 6:2645478::: (3.83)

� = 4:669201::: (3.84)

truncated at 7 and 6 decimal places respectively, the extent to which they turn out to

be correct. We provide rigorous bounds on� in section 3.6.

The major eigenvalues arising from the derivative of the reduced renormalisation

operator are shown in table 3.2. A proof that the expressions given in the third column

of the table are indeed eigenfunctions follows from the proof of propositions 2.34 and

2.47 in section 2.5. The values given are from non-rigorous calculations, using the

approximate �xed point of degree 20 in the even representation (equivalent to degree

40), which was the lowest truncation degree at which we could get a successful existence

proof. Some of the eigenfunctions are shown in table 3.5.
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Feigenvalue interpretation Feigenfunction
6:264547::: � 2 E1(X )
4:669201::: �
0:159628::: � � 2 E3(X ) � E1(X )

� 0:123652::: � 6, not scaling
� 0:057307::: � 8, not scaling

0:025481::: � � 4 E5(X ) � E1(X )
� 0:010145::: � 10, not scaling

0:004067::: � � 6 E7(X ) � E1(X )

Table 3.2: Major eigenvalues (non-rigorous) of the derivative of the reduced version
of Feigenbaum's renormalisation operator, truncated at 6 decimal places, with their
analytic function where available.

(a) eigenfunction corresponding to� 2 (b) eigenfunction corresponding to�

(c) eigenfunction corresponding to� � 2 (d) eigenfunction corresponding to� � 4

Figure 3.5: Eigenfunctions of the reduced operator,T, evaluated at x2 so they show
the R equivalent, evaluated by computing analytic extensions of the function to larger
domains (outside the preimage of 
 underQ) by using the �xed-point equation, the
derivative of the �xed-point equation, and the eigenproblem equation itself, recur-
sively C.2. In all cases the blue lines are produced from numerical calculations, from
the eigenfunctions associated with eigenvalues. Where they exist, the orange lines are
from the analytic formula given in table 3.2, and exactly superimpose the blue. All
have been normalised.
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3.5.1 Analyticity of the Feigenbaum �xed point function

Once the function ballB 1 has been veri�ed to contain the renormalisation �xed point

G� , it may be used to perform other computations. Figure 3.6 illustrates part of the

domain of analyticity of the �xed point function g� about 0 in the complex plane.

This replicates a plot in [41] and shows a section of the beautiful fractal analytic

region. We used the �xed point equationsG� = T(G� ) and g� = R(g� ) to �nd analytic

continuations of g� to larger domains than the preimage of 
 underQ, coloured in

blue/purple. We note that g� itself is analytic on the whole real axis. The functiong�

is evaluated at pointsz for which Q(z) 2 
 directly, using the function ball B 1. Points

for which Q(z) 62
 are evaluated using the �xed point equation recursively up to some

maximum permitted number of times, with the darkest shades indicating the smallest

number of recursive steps to reach the domain. The yellow areas indicate points at

which the maximum recursion depth was exceeded and which, therefore, cannot be

con�rmed to lie within the domain of analyticity.

Recurrence relations. Speci�cally, we use the �xed-point equationG� = T(G� ) to

de�ne the following recursive functionG

G(Z) :=

(
G� (Z ) if Z 2 B 1,

� G(Q(G(Q(� � 1)Z ))) otherwise.
(3.85)

Equivalently, we de�ne the recurrence relation

G0(Z ) := G� (Z ); (3.86)

Gk+1 (Z ) := � Gk(Q(Gk(Q(� � 1)Z ))) ; (3.87)

for which the domain extension conditions of Section 3.4.2 ensure that the functions

Gk are de�ned on ever larger domains ask ! 1 . Correspondingly, one can de�ne a

recurrence relation forg� using the �xed-point equation g� = R(g� ) or use the fact

that g� (x) = G� (Q(x)) together with the recurrence relation forG� . (We generalise

this technique to the derivatives (g� )0 and (G� )0, for details see Appendix C.2, and to

enable plotting eigenfunctions throughout this thesis.)
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Figure 3.6: Illustration of part of the domain of analyticity of the �xed point function
calculated recursively using equation (3.85). The shades of blue/purple show how many
iterations were needed. The yellow areas are non-convergent. Note thatG� directly
encodes the values ofg� on various rays in the complex plane as follows. The value
g� (z) for z = �e ik�= 2 for � � 0 and k even, i.e., forz lying on the positive and negative
real axis, corresponds toG� (Z ) = G� (� 2), i.e., the values ofG� (Z ) for real Z � 0, and
for k odd, i.e., for z lying on the positive and negative imaginary axis, corresponds to
G� (Z ) for real Z � 0.
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