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Figure 8. Same as Fig. 7, but for the measured quadropole of the correlation
function, &». Each mean is a good match to the &5 of the data, as x2/dof < 1
for each.

equation 7) of each sample, we find a real-space bias of 2.30 £ 0.09
for the Red sample (x2,, = 33.2 for 44 dof) and 1.65 & 0.07 for
the Blue sample (x2;, = 46.5). Fitting the cross-correlation yields
a bias of 1.96 & 0.05 (x2,, = 28.0), consistent with the geometric
mean of the measured bias of the two samples (1.95).

Fig. 8 displays the same information as Fig. 7, but for &,. All of
the £, measurements are reasonably well fitted by the average of
the mocks between 21 < s < 199 (45 data points): the x> are 39.2,
44.4 and 28.4 for the Red, Blue and Red x Blue £, measurements,
once more, each has x2/dof < 1.

Fig. 9 displays the measured spherically averaged P(k) for each
sample, with red representing the Red sample and blue representing
the Blue sample; the points display the measurements determined
using CMASS data, the smooth curves represent the mean mea-
surement from 600 mock realizations of each sample and the error
bars are the standard deviation of the mock P(k) measurements. The
amplitudes of the mean mock P(k) appear to be a good match to the
CMASS measurements. However, the shape is not a perfect match,
as in the range 0.02 < k < 0.3 2 Mpc~' (the same 35 data points as
are used for the BAO fits) we obtain x> = 65 for the Red sample and
%% =49 for the Blue. The minimum x? values improve by Ax? < 2
when we allow the amplitude of the mean of the mock P(k) to be
re-scaled by a constant factor. Thus, it is the mismatch between the
respective shapes that causes the poor x 2. In the following section,
we will find reasonable x? values when fitting the BAO position
and allowing the smooth shape to be free. The agreement is better
for 0.02 < k < 0.1 AMpc~' (10 data points), in which case we find
%2 = 14 for the Red sample and x> = 11 for the Blue. A mismatch
in the shapes of the mock and CMASS P(k) could be caused by,
e.g., the true cosmology differing from the assumed one.

In Fig. 10, we display the correlation between the Red and Blue
clustering measurements, as determined from the 600 mock real-
izations of the respective samples. The P(k) results, displayed in
the top panel, show a strong scale dependence. At large scales
(small k), cosmic variance the dominates the uncertainty. The Red
and Blue samples occupy the same volume and are thus strongly

kP(k)/U(121T2) (h=2 Mpc?)
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Figure 9. The measured P(k) of the Red (red) and Blue (blue) data samples
(points with error bars) compared to the mean of the P(k) determined from
600 realizations of the respective mock samples (smooth curves). The x2
are slightly high, as for the 35 data points with 0.02 < k < 0.3hMpc~!,
XZeq = 65 and x3,,. = 49.
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Figure 10. The correlation between the clustering of 600 mock realizations
of the Red and Blue galaxy samples, measured in Fourier space [top P(k)]
and redshift space [bottom, & (s)]. The correlation changes less as a function
of scale for £(s) due to the fact that there is significant covariance across
measurements in bins of s.

correlated at large scales. At small scales (large k), the domi-
nant component of the uncertainty is the shot-noise and thus the
Red and Blue P(k) are less correlated. For £(s) (bottom panel),
the measurements in each s bin are strongly covariant. Thus,
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Figure 11. The measured spherically averaged correlation function, %{ec7
after reconstruction, for the Red (red points; top) and Blue (blue points;
bottom) samples. The solid curves in each panel are the mean S(l}ec of the
600 mock realizations of each respective sample. The lighter dashed curves
display the mean & determined from the un-reconstructed mock realizations
of each respective sample, multiplied by a factor that removes the boost in
amplitude from RSD (see equation 30). By eye, the Blue data appear to be
a worse fit to the mean of the mocks, but in fact we find Xé]ue = 38 and
Xl%ed = 61 for the 42 data points in the range 32 < s < 2004~ Mpc.

there is less scale dependence in the correlation between the Red
and Blue &(s).

Fig. 11 displays the measured £8° for the reconstructed CMASS
data samples (points with error bars) compared to the mean £}
calculated from 600 reconstructed mock realizations of each sam-
ple, with the Red sample results shown in the top panel and the
Blue sample results shown in the bottom panel. For the Blue
sample, x> = 38.0 when comparing the CMASS measurements
to the mean of the mocks for the 42 data points in the range
32 < s < 2004~ Mpc. In the same range, x> = 60.6 for the
Red sample. The poor fit for the Red sample is due mainly to the
measurements at the largest scales, as for 32 < s < 1504~ Mpc
(29 data points) x> = 35.9.

InFig. 11, we also display the mean of the un-reconstructed mock
sample &£, measurements with dashed curves. We have multiplied
these curves by a factor W This factor accounts for the
boost in & amplitude imparted by RSD, as given by equation (30).
The reconstruction algorithm removes this large-scale RSD effect,
and therefore, the amplitude of the pre- and post-reconstruction &
agree after applying this factor. This agreement occurs even though
the bias of the full sample (b = 1.85) is input into the reconstruction
algorithm in order to obtain the displacement field. This result im-
plies that, as expected in linear theory, the reconstruction algorithm
is correctly identifying the local bias of the Red and Blue fields
imbedded in the overall CMASS field.

5 BAO MEASUREMENTS

In order to measure the BAO position, as parametrized by the like-
lihood distribution of «, we apply the methodology outlined in Sec-
tion 3.1 to each of the Blue, Red and Red x Blue (which we will
denote with a subscript x) £((s) and P(k) measurements determined
for the CMASS data samples and the 600 mock realizations of each
galaxy sample. We fit £y(s) in the range 30 < s < 2004~ Mpc (42
data points) and P(k) in the range 0.02 < k < 0.3 2 Mpc~' (35 data
points).

For each data set we also find the best-fitting solution when Pgao
is set to zero. Cases where the x2 is best when Pgao is set to
zero are defined as non-detections. Non-detections happen at worst
3.3 per cent of time (the & g1 (s) measurements prior to reconstruc-
tion) and at best 0.2 per cent of the time (for the post-reconstruction
Red &((s) measurements). We exclude non-detections when we de-
termine the mean and variance of the maximum likelihood of «
values recovered from the mock samples. The statistical properties
of these measurements are summarized in Table 1.

For each set of clustering measurements, we have compared the
distribution of (¢ — ags)/o, to a unit normal distribution using
the Kolmogorov—Smirnov (KS) test. In order to find the Gaussian
distribution most consistent with the distribution of mock results,
we found the value of akg that minimizes the D, value for each
sample. Table 1 summarizes the results of the KS tests. The low D,
and high Pxs values suggest our use of the y? statistic to determine
the maximum likelihood and 1o uncertainty values is appropriate.
As expected, the agg values are close to the mean « values, but
the agreement between the results recovered from £(s) and P(k)
measurements is better for the axs values than for the mean o
values. The difference in akg values recovered from the P(k) and
&o(s) measurements is 0.002 for both the Red and Blue samples,
suggesting a systematic uncertainty of this order.

Table 1. The statistics of BAO-scale measurements recovered from the mock and data Red and Blue galaxy samples. The
parameter (&) is the mean « value determined from 600 mock realizations of each sample, S, = \/ ((er — {a))?) is the standard
deviation of the best-fitting « values, (o) is the mean lo uncertainty on « recovered from the likelihood distribution of each
realization, aks is the « value that minimizes the D, value obtained when applying the Kolmogorov—Smirnov test to the

distribution of recovered o and o values, (x2)

is the mean minimum x?2 value and ‘CMASS o’ is the measurement for the data

sample.

Case (o) S (o) aKs D, Pxs (x?)/dof  Non-detections ~ CMASS «a, x2/dof
Prea(k) 1.0047  0.0287 0.0268 1.0042  0.022,0.93 30729 14 0.992 =+ 0.025, 33/29
ERed(s) 1.0019  0.0281 0.0266 1.0023 0.016,0.999  37/37 19 1.010 £ 0.027, 28/37
Rec. £Rea(s) 09993  0.0198  0.0202  0.9985  0.027,0.78 37/37 1 1.013 £ 0.020, 51/37
Pglue(k) 1.0016  0.0402 0.0380 1.0013  0.020, 0.98 30729 15 0.999 =+ 0.030, 34/29
£Blue(s) 0.9980 0.0386 0.0372  0.9990  0.029,0.72 37/37 20 1.005 = 0.031, 37/37
Rec. £pne(s) 09994  0.0296  0.0300 09992  0.031,0.63 37/37 6 1.008 = 0.026, 35/37
£,(5) 1.0017  0.0310  0.0260 1.0028  0.030, 0.67 40/37 13 1.024 + 0.024, 20/37
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Prior to reconstruction, a small shift, due to non-linear structure
growth, is expected in the BAO position (see, e.g. Eisenstein et al.
2007a; Angulo et al. 2008; Padmanabhan & White 2009; McCul-
lagh et al. 2013). In terms of «, Padmanabhan & White (2009)
predict a shifts of order 0.005D?(z) for samples with b = 2 and
0.002D?(z) for samples with b = 1. We find similar behaviour in
our mock samples, as the aks values for the Blue sample are 0.003
smaller than those of the Red sample for both P(k) and &(s). The
significance of the difference is 20 given the uncertainty on the
mean of the 600 realizations (as the uncertainty on the mean is the
standard deviation divided by /600, ~0.001 for both). Applying
reconstruction moves the mean « values closer to 1 and brings the
Red and Blue samples into better agreement; both of these results
are as expected (Anderson et al. 2012; Padmanabhan et al. 2012).
The significance of the difference between the Red and Blue kg
after applying reconstruction is reduced to less than 1o. Expected
or not, all of the deviations from 1 we find in the mean o mea-
surements or akg are negligible (<0.20,) compared to the mean
recovered uncertainty, and we cannot expect any to be detectable in
our CMASS data samples.

The modelling we employ to fit the BAO scale was designed,
in part, to maximize the consistency between the measurements
obtained from &(s) and P(k). Our tests on the mocks confirm that
we have achieved a tight correlation. We show the o recovered
from &(s) versus that recovered for P(k), for both the Red and Blue
samples in Fig. 12. The correlation, Cp ¢, is given by

COV|‘2

Cia= , 45)
010,

where we use the standard deviation of mock values as o. We find
Cp,¢ = 0.89 for the Red sample and Cp ; = 0.87 for the Blue

————————
Red, C,,=0.89, 7,,=0.013 J

- Blue, C,,=0.87, 0,,=0.019 e

a(€(s))

1
a(P(k))

Figure 12. The 600 BAO-scale measurements, ag, recovered from corre-
lation functions of each mock realization versus the BAO scale, ap, ***re-
covered from the power spectrum of the same mock realization, for the Red
(red points) and Blue (blue points) samples. The correlation between the two
estimates for both the Red and Blue samples is higher than 0.87, as quan-
tified using the C factor defined in equation (45), and the mean differences
(the labelled o p, ¢ values) are both less than 0.35 of the values expected for
independent samples.

sample. Defining op ¢ = \/{(ep — a¢)?), we find op ¢ = 0.013 for
the Red sample and o p ¢ = 0.019 for the Blue. For both data sets,
this value is less than 0.35 the dispersion expected for independent
samples.

The correlation between the Red and Blue BAO measurements
recovered from the mock realizations is 0.15 for &£(s) and 0.14 for
P(k). These values are close to the correlation between the Red and
Blue P(k) measurements at k = 0.15, as shown in Fig. 10. This scale
is close to the mid-point of the scales used to fit the P(k) BAO (see
Fig. 14). In Section 6, we find a larger correlation (0.37) between the
Red and Blue growth measurements, suggesting the effective k for
the growth measurements is smaller than for BAO measurements.

Fig. 13 displays the measured £((s), using CMASS data, and
the best-fitting model, both with &nopao(s) subtracted, for each of
the Blue, Red and RedxBlue measurements. As implied by the
agreement displayed in Fig. 13, the x? values for the best-fitting
models are good, as all are smaller than 1 per degree of freedom
(dof). The best-fitting o values differ by at most 0.014 (between
Red xBlue and Red measurements). Quantifying the difference as

(@ —az)2) "

46

dy(1,2) = (
we find that 318 of the mock samples (more than 50 percent)
have a larger d, (£Red x Blue> Erea) than we find for CMASS. The «
measurements are clearly consistent. Narrowing the fitting range to
50 < s < 160 A~ Mpc (27 data points) has a negligible effect, as
each of the measured « values change by less than 0.10.

The uncertainties we recover from the CMASS data £y(s) BAO
measurements are typical of those recovered from the mock re-
alizations. The uncertainty on the Blue data sample measurement
(0.031) is better than the mean uncertainty recovered from the Blue
mock realizations (0.037). However, we find that 147 of the mock

——T— 7T T
4 Blue, a=1.005+0.031, x2=37 (37 dof) |
m Red, a=1.010+0.027, x?=28
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Figure 13. The measured &( (points with error bars) and the best-fitting
BAO model (dashed curves) for the Red (red) and Blue (blue) data samples
and their cross-correlation (purple). Each has had the smooth component of
the best-fitting model subtracted. Clear agreement is observed in the location
of the BAO peak, and confirmed by the best-fitting « values that are labelled.
For clarity, we have omitted the error bars for the cross-correlation.
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Figure 14. The measured P(k) (points with error bars) and the best-fitting
BAO model (dashed curves), both divided by the smooth shape component of
the best-fitting model, for the Red (red) and Blue (blue) data samples. Clear
agreement is observed in the location of the BAO feature, and confirmed by
the best-fitting  values that are labelled.

Blue &((s) (24.5 percent) yield lower uncertainty, suggesting the
Blue data value is not unusual. The uncertainty we recover from the
Red data £y(s) BAO measurement (0.027) matches the mean uncer-
tainty we find for the mock samples. The uncertainty we find for
the BAO scale measured from the cross-correlation of the Red and
Blue data samples is typical, as we find 205 of the mock realizations
(34 per cent) yield an uncertainty lower than 0.024.

Fig. 14 displays the measured P(k) and the best-fitting BAO
model for the Blue and Red data samples, all divided by the Pxopao
component of the best-fitting model. The best-fitting measurements
appear to agree well, and this is confirmed by x> values that are
less than 1.2/dof. The Red and Blue BAO measurements are clearly
consistent with each other, as they differ by only 0.007. Narrowing
the fitting range to 0.04 < k < 0.2/ Mpc~! (20 data points) has a
negligible effect, as each of the o values change by less than 0.1c.
Similar to the &y(s) result, the uncertainty on the CMASS data
Blue BAO measurement (0.030) is better than the mean uncertainty
recovered from the mock realizations (0.038), but we find 126 mock
Blue P(k) measurements (21 per cent) that yield o, < 0.030.

The power spectrum and correlation function BAO measure-
ments are clearly consistent for the Blue data sample. We find
ap e = 0.999 % 0.030, ag ge = 1.005 £ 0.031 and the mean
difference, (|otg, Blue — @p, Biue|), recovered from Blue mock realiza-
tions is 0.019 and the majority of these realizations have a larger
d, value. We find a larger discrepancy for the Red data sample
(aprea = 0.992 £0.025, otz geq = 1.010 £ 0.027), and the differ-
ence is larger than the mean difference we find in the mock samples,
0.013. However, for 61 of the Red mock realizations we find a larger
dy(PRred, Erea) than we find for our data sample, and thus the chance
of finding such a difference was greater than 10 per cent.

We apply reconstruction (see Section 4.2) to the Red and Blue
samples (for both the data and the 600 mock realizations) and re-
measure the BAO scale using £8°(s). Fig. 15 displays the 600 of
recovered uncertainties after applying reconstruction versus the un-

0.06 ————TT T T T T T

0.05 —
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Figure 15. The uncertainty on the BAO position recovered from &( mea-
surements after applying reconstruction (‘Rec’) versus those obtained before
(‘No Rec’). Points display the results from the 600 mock realizations of the
Red (red points) and Blue (blue points) galaxy samples. The large black
square and triangle represent the results for the Red and Blue CMASS data
samples. Each result recovered from the CMASS data is within the locus of
the uncertainties recovered from the mock realizations.

certainty recovered prior to reconstruction for both the Blue (blue
points) and Red (red points) mock samples. For both samples, the
vast majority of mock realizations show an improvement in pre-
cision of the BAO measurement. As can be seen in Table 1, the
improvement due to reconstruction larger for the Red samples, as
the mean uncertainty has decreased by 32 per cent for the Red sam-
ples and by 24 per cent for the Blue samples.

The measured £8°(s) of the Red and Blue data samples are com-
pared to the best-fitting models, both with the smooth component
of the best-fitting subtracted, in Fig. 16. The x? of the best fit for
the Red sample is unusually high (51 for 37 dof), but, as noted in
Section 4.3, this result is mainly due to the data at s > 150 A~ Mpc.
Reconstruction reduces the uncertainties on the Red and Blue data
BAO measurements by 35 and 19 per cent, similar to the mean ef-
fect found from the mock realizations. In Fig. 15, the data results
are displayed using a black triangle for the Blue sample and a black
square for the Red sample. Each are within the locus of points
displaying the results recovered from the mock realizations.

After applying reconstruction, both measurements of « have
shifted only slightly from their pre-reconstruction values. The post-
reconstruction Red and Blue data BAO measurements are clearly
consistent, as they differ by only 0.005. We narrow the fitting range
to 50 < s < 160 h~! Mpc and re-measure the BAO scale, denoting
it ar. We find ap.q = 1.008 £0.021 and ap,, = 1.002 £ 0.025.
Each a7 measurement has shifted by 0.3 compared to the fiducial
o measurement. While coherent, such a shift alters none of our
conclusions.

In summary, we find consistent BAO-scale measurements for the
clustering of the Red and Blue CMASS data samples and their
cross-correlation, determined from both P(k) and &(s). The pair of
measurements that disagree the most is @p geq = 0.992 £ 0.025,
ag x = 1.024 £ 0.024 and we find that 118 of the mock pairs have
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Figure 16. The measured Sg“ (points with error bars) after applying recon-

struction and the best-fitting BAO model (dashed curves) for the Red (red)
and Blue (blue) CMASS data samples. Each has had the smooth component
of the best-fitting model subtracted. Reconstruction has sharpened the BAO
feature for both samples. The positions of the BAO feature found from the
Red and Blue samples agree.

70r - T
C — Blue
60 |— Red
I |— Blue x Red
— Full Sample

50f
40F
=z L
30

20

Figure 17. Histograms of f values recovered from the &p > of 600 mock
realizations of the Blue (blue) and Red (red) samples and the cross £q, 2
(purple), as well as for the full CMASS sample (black). One can see that
the Red and Blue distributions are slightly offset (by f = 0.018) from each
other.

a larger d, value. We find no observational evidence that measure-
ments of the BAO position systematically depend on the properties
of the galaxies one uses for the clustering measurement.

6 RSD MEASUREMENTS

6.1 Consistency

We test our method for fitting fo's, as described in Section 3.2.1, by
applying it to individual mocks to determine the best-fitting values

of bias, b, and the growth rate, f. All of our measurements are based
on fits to the &g, » measurements in the range 30 < s < 150 A~ Mpc.
Since the modelling of AP distortions is more robust compared to
the RSD modelling, for simplicity we fix the fiducial cosmological
model to the input model of the mocks, and thus find f for fixed
og. Fig. 17 displays histograms of the distribution of best-fitting
growth rate measurements recovered from 600 mock realizations
of the Blue and Red mock samples and their cross-correlation.
The distribution recovered from the Blue measurements is dis-
played in blue, that from the Red measurements in red and that
from the Red x Blue measurements in purple. We also display the
results using measurements recovered from realizations of the full
CMASS sample in black. Note that the full CMASS sample con-
tains more than twice as many galaxies as the sum of our Red and
Blue samples. For the mean and standard deviation of these distri-
butions, we find fgje = 0.736 & 0.065, freq = 0.780 % 0.073 and
Jeross = 0.754 £ 0.058. These fits to & , data are summarized in
Table 2.

When we fit to the mean &, , of all 600 mocks, we find the
best-fitting values of fge = 0.724 (x*= 47/59 dof), frea = 0.776
(x*>=54/59dof and fcross = 0.752 (% = 69/59 dof). These values
are consistent with the mean of the fits to individual mock samples
and are biased by 2.7, 4.3 and 1.1 per cent with respect to the true
input value of the mocks. These results (at least qualitatively) appear
consistent with the findings of Reid & White (2011), where it was
found that the model (the same as we apply) overpredicts the value
of &, for their low-mass sample and underpredicts the value of &,
for their high-mass sample, each by ~4 per cent at s = 354~ Mpc.
The difference in b values of the samples used by Reid & White
(2011) is more extreme (bnigh = 2.8, by = 1.4 compared to our
bgle = 1.65 £ 0.07, breq = 2.3 £ 0.09).

Next we perform full fits to the Blue and Red data samples, now
with AP parameters kept free. We have derived quantities «, € and
fog from full fits to the Red and Blue & , measurements. Fig. 18
displays the 1 and 20 contours for the allowed « and fog for the
Red, Blue and full samples and the cross-correlation between the
Red and Blue samples. The measurements g, = 1.011 % 0.028,
Red = 1.028 & 0.024 and o cposs = 1.022 £ 0.023 are consistent
with each other and those we find when fitting only the BAO feature
(see Table 1), but the full shape information has allowed a small
improvement in the uncertainty on the BAO-only fit.

Our fitting procedure yields fog gjue = 0.509 % 0.085, fog red =
0.511 £ 0.083 and fog cross = 0.423 £ 0.061 for the data samples.
We see no evidence of the 7 percent difference in growth values
found in the mock samples; however, the difference could easily
be hidden in the noise, given we achieve 17 percent precision.
The results obtained from the Blue and Red samples are some-
what higher than the results obtained from the fits to the full sample
(fosra = 0.422 £ 0.051). The Red and Blue samples are each less
than one quarter the size of the full sample. Thus, the differences
between the Red and Blue fog values and that obtained from the
full sample are of the order of 1o and therefore not statistically sig-
nificant. The results obtained from the cross-correlation of the two
samples are in good agreement with the full sample. Factoring in the
covariance found between the cross-correlation measurements and
the Red/Blue measurements of our mock samples, the differences
between the Red and Blue fog and the cross-correlation result both
represent a 1.30 discrepancy.

Fig. 19 displays the 1 and 20 contours for the allowed € and fog
for the Red and Blue samples. We find egeq = —0.032 + 0.024,
€pne = —0.034 £ 0.031 and €cyoss = —0.023 £ 0.024, fully con-
sistent with each other. The value recovered from the full sample
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Table 2. The statistics of growth and distance parameters recovered from the mock and data Red and Blue
anisoptropic clustering measurements. The parameter (f) is the mean f value determined from 600 mock
realizations of each sample, Sy = \/((f — (f))?) is the standard deviation of the best-fitting f values,
(x?) is the mean minimum y? value and ‘CMASS fog, «, €’ is the full set of measurements for the data
samples. The ‘Combined’ data are recovered from the combination of all Red, Blue and cross-correlation
pair counts. The ‘Opt. Combined’ data are the optimally combination of f measurements, determined using
the covariance between the recovered f of each sample determined using the mock samples. The ‘Full’ data
are the full CMASS sample, which contains more than twice as many galaxies as the Red and Blue samples
combined.

Case ) Sy (x2)/dof  CMASS fog, a, €, x/dof

Red 0.780  0.073 61/61 0.509 =+ 0.085, 1.028 + 0.024, —0.032 = 0.024, 48/54
Blue 0.736  0.065 61/61 0.511 4 0.083, 1.011 + 0.028, —0.034 & 0.031, 70/54
Cross 0.754  0.058 62/61 0.423 £ 0.061, 1.022 + 0.023, —0.023 =+ 0.024, 37/54
Combined 0.751  0.056 63/61 0.464 £ 0.059,1.020 + 0.022, —0.029 =+ 0.023 50/54
Opt. Combined ~ 0.755  0.053 - 0.443 £ 0.055, —, ——

Full 0.743  0.0440  61/61 0.422 £ 0.052, 1.011 + 0.015, 0.002 £ 0.018, 60/54
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Figure 18. 1 and 20 confidence level contours on « and fog. The red and
blue contours correspond to the Red and Blue samples, the purple curves
are for their cross-correlation, and the black curves are for the full CMASS
sample. Broadly, all samples yield consistent results.
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Figure 19. Same as Fig 18, but for € (defined in equation 39) and fo'g. The
Red and Blue samples yield consistent results. A slight tension (1.40) is
observed between the ¢ value of the Red sample and that of the full sample.

(e =0.002 £ 0.018) is within 1.430 of the Red sample and 1.160
of the Blue sample.

Overall, the triplet of measured values of fo's, & and € is consistent
between Red and Blue samples and their cross-correlation and that
of the full sample. For each pair of triplets, there is a 3x3 covariance
matrix for the data vector d = [fog, @, €]; — [fo's, &, €],. We find the
X testin g d for each pair of triplets against the model d,, = [0, 0, 0].
For the Red and Blue samples, we find X2 = 0.2, between Blue and
full samples we find x> = 1.1 and between Red and full samples
we find x? = 2.1. Given 3 dof, all are consistent within 1o

6.2 Combining tracers

McDonald & Seljak (2009) have demonstrated that if two or more
tracers with significantly different bias trace the same underlying
distribution of matter it is possible to significantly strengthen de-
rived measurements of cosmic growth rate by the virtue of the fact
that the samples share the cosmic variance contribution to the er-
rors. To study the applicability of this method to our CMASS sample
and the expected improvement in the measurements, we extract the
growth measurements from 600 mocks of Blue and Red samples
and examine the distribution of best-fitting values.

Fig. 20 displays the offset between the f values obtained from
the Blue and Red samples extracted from the same underlying dark
matter distribution and their cross-correlation. The values extracted
from the individual mocks can be offset by as much as 40 per cent,
but the measurements are strongly correlated on average. For the
Blue, Red samples and their cross-correlation, we obtain measure-
ments of b and f for each realization and construct their 6 x 6
covariance matrix. This (reduced) covariance matrix is shown in
Fig. 21. The correlation between the Red and Blue f measurements
is 0.37.

To take advantage of the fact that the estimates of growth are
correlated by the virtue of having almost identical cosmic variance
and the fact that the bias of the cross sample must satisfy bcross =
/breabBiue, We fit to these six measurements (fgiue, OBlues fReds PReds
Jcrosss Dcross) @ three-parameter model p = (f, bpiye, brea)- Applied
to the distribution of mock b, f values, this fit produces the best-
fitting value and 1o standard deviation of f= 0.755 = 0.053. When
instead the constraints are derived from the & , calculated from
the sum of Red, Blue and cross pair counts, we find a mean and
standard deviation of f=0.751 4 0.056. Thus, by splitting the data
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Figure 20. The offset between f values derived from 600 mock realizations

of Blue and Red samples and the cross-correlation of each realization. A
strong correlation between the recovered f values is observed.
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Figure 21. The reduced covariance matrix of the bias, b, and growth pa-
rameter, f, for the Red and Blue samples and their cross-correlations, as
determined from fitting the 600 mock samples. We use this covariance ma-
trix to optimally combine our results from the Red and Blue samples and
their cross-correlation to produce an optimized fog measurement.

sample and re-weighting the results we obtain a modest 6 per cent
improvement in the recovered value of f.

In our particular case, the gain in the estimate of fis small mainly
because the errors of individual measurements are dominated by
the shot-noise at small scales. Given greater number densities (this
is not possible with the BOSS galaxy sample while maintaining the
same difference in bias) the correlation between the Red and Blue
samples would be larger and thus a greater gain in the precision
of f would be achievable. The value improved the most by the
combination of samples is the ratio of biases of two samples. Using
only the Blue and Red samples (but accounting for their covariance),
brea/be = 1.39 £ 0.05. Using the full optimized data set, we
recover bred/bpe = 1.39 £ 0.04, a 20 per cent improvement.

The most consistent approach to extracting the growth rate con-
straints from the data would be to fit to all three measured correlation
functions simultaneously. This, however, would require accurately
estimating covariance matrices of rank of the order of few hundred.

Even with 600 mocks this exercise would induce a large error on
our final results (see, e.g. Percival et al., in preparation). Instead, we
assume that the three individual measurements of » and fog from
the Blue and Red samples and their cross-correlation are not biased
and adopt the 66 reduced covariance matrix computed from the
mocks. This yields our optimized measurement, from the Red and
Blue data samples, of fog comp = 0.443 £ 0.055.

Although our optimized results are not as good as what is obtained
for the full CMASS sample ( fog pai = 0.422 £ 0.051), one should
keep in mind that, combined, our Blue and Red samples contain less
than half of all the galaxies in the full sample, and the uncertainty on
our result is less than 10 per cent greater than what is achieved with
the full sample. This implies that one could obtain the best CMASS
fos measurements by using all of the CMASS data and finding
the optimal way in which to split into separate samples. To obtain
robust results to be used for a precise test of General Relativity a
more accurate modelling of RSD for low- and high-bias samples is
required, such as presented in the recent results of Wang, Reid &
White (2013).

7 CONCLUSIONS

We find no detectable difference in distance scale or growth mea-
surements obtained from DR10 BOSS CMASS galaxies when the
sample is split by colour. This result is in agreement with theoretical
predictions (e.g. Padmanabhan & White 2009; Reid & White 2011)
and the results we obtain from mock samples. These measurements
provide additional evidence that BAO and RSD measurements are
precise and robust probes of Dark Energy.

We have selected two subsets of BOSS CMASS galaxies based
on their k + e corrected i-band absolute magnitudes and [r — i]o.ss
colours. Our selection yields a Blue sample with the 23 percent
bluest galaxies and a Red sample containing the 32 per cent most
luminous of the galaxies not in the Blue sample. The samples have
similar n(z) (see Fig. 2) and have a factor of 2 difference in clustering
amplitude.

We have created 600 mock realizations of each of our samples
by subsampling each full CMASS mock realization based on halo
mass in order to reproduce the observed clustering. In Section 4.3,
we show that the clustering of the mock samples is a good match to
the observed clustering. Fixing the background cosmology to our
fiducial one and fitting for a constant, linear (real-space) bias in the
range 20 < s < 200, we find b = 2.30 £ 0.09 for the Red sample
and b = 1.65 % 0.07 for the Blue. For the cross-correlation, we find
b =1.96 £ 0.05, close to the geometric mean of the two best-fitting
values, as expected if a simple linear bias model is appropriate.

We have measured the BAO scale (parametrized by o) from
the clustering of each of the mock realizations. We find that the
mean o recovered from Red mock samples is 0.003 larger than that
of the Blue mock samples. This difference is consistent with the
bias-dependent shift found in Padmanabhan & White (2009). After
applying reconstruction to each sample, the difference is reduced to
less than a 1o discrepancy.

We have measured the amplitude of the velocity field (f) from
&0, » measurements of each mock realization. The f values recovered
from the Blue sample are biased to low f values by 2.7 per cent and
that the values of the Red sample are biased to high f values by
4.3 per cent. Our results are based on the model of Reid & White
(2011) and the bias is consistent with their findings.

The expected difference between the BAO scale measured from
the Blue sample and that measured from the Red sample is less than
10 per cent of the standard deviation of the difference between Red
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and Blue BAO measurements, and we therefore do not expect to be
able to detect any difference in the CMASS data samples. Indeed,
the BAO measurements of the Red and Blue CMASS samples are
statistically indistinguishable (see Table 1).

The expected difference between the fog values recovered from
the Blue and Red samples is 33 percent of the standard devia-
tion of the difference found from the mock realizations. While
larger than the discrepancy expected for the BAO measurements,
we still do not expect to find any statistically significant tension. In-
deed, the results are perfectly consistent (fo'g e = 0.509 % 0.085;
fos rea = 0.511 £ 0.083; and they would remain consistent if a
correction factor for the bias was applied). For the final CMASS
data set (which will be roughly twice as large), the expected dis-
crepancy would increase to 50 per cent, but we expect that usage
of the refined model of Wang et al. (2013) will significantly reduce
the bias.

We have used the covariance between mock measurements
of fandb values obtained from the Red, Blue and their cross-
correlation & , in order to obtain the optimal combination to pro-
duce a single fog measurement. Applying this to the data, we find
fos =0.443 £ 0.055. This result compares well to what is achieved
from the full CMASS sample (fos = 0.422 £ 0.051) despite the
fact that we have used less than half of the total sample to obtain our
result. These results suggest that producing the optimal measure-
ment of fog using BOSS CMASS galaxies can be accomplished by
combining measurements of the Red and Blue samples used herein
as well as the remaining 53 per cent of CMASS galaxies we have
omitted from this analysis (and all of their cross-correlations).

The Red and Blue sample we have defined may be used for further
tests. Modelling the effect of massive neutrinos on the measured
power spectrum is somewhat degenerate with the non-linear bias
model one uses (see, e.g. Swanson et al. 2010; Zhao et al. 2012),
and the robustness of the modelling that is applied can be tested
by using different galaxy populations (as done in Swanson et al.
2010 for galaxies from the SDSS main sample). Similar tests can be
applied to the same BOSS galaxy samples used herein. The large-
scale P(k) measurements of our samples can also be combined
to produce more robust measurements of local non-Gaussianity,
given that the signal is expected to be proportional to the bias of the
sample. Further, given this measurement relies on the largest scales,
the covariance between the Red and Blue samples will be higher and
thus allow greater gain from two-tracer method. In future analyses,
splitting samples by colour may simultaneously test robustness and
increase precision.
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